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Abstract

We consider the problem of solving mixed random linear equations with \( k \) components. This is the noiseless setting of mixed linear regression. The goal is to estimate multiple linear models from mixed samples in the case where the labels (which sample corresponds to which model) are not observed. We give a tractable algorithm for the mixed linear equation problem, and show that under some technical conditions, our algorithm is guaranteed to solve the problem exactly with sample complexity linear in the dimension, and polynomial in \( k \), the number of components. Previous approaches have required either exponential dependence on \( k \), or super-linear dependence on the dimension. The proposed algorithm is a combination of tensor decomposition and alternating minimization. Our analysis involves proving that the initialization provided by the tensor method allows alternating minimization, which is equivalent to EM in our setting, to converge to the global optimum at a linear rate.

1 Introduction

In this paper, we consider the following mixed linear equation problem. Suppose we are given \( n \) samples of response-covariate pairs \( \{(y_i, x_i)\}_{i=1}^n \) that are determined by equations

\[
y_i = \sum_{j=1}^{k} \langle x_i, \beta_j \rangle \mathbb{1}(z_i = j), \quad \text{for } i = 1, \ldots, n,
\]

where \( x_i, \beta_j \in \mathbb{R}^p \), \( \{\beta_j\} \) are \( k \) model parameters corresponding to \( k \) different linear models, and \( z_i \) is the unobserved label of sample \( i \) indicating which model it is generated from. We assume random label assignment, i.e., \( \{z_i\} \) are i.i.d. copies of a multinomial random variable \( Z \) that has distribution

\[
P[Z = j] = \omega_j, \quad \text{for } j = 1, 2, \ldots, k.
\]

Here \( \{\omega_j\} \) represent the weights of every linear model, and naturally satisfy \( \sum_{j \in [k]} \omega_j = 1 \). Our goal is to find parameters \( \{\beta_j\} \) from mixed samples \( \{(y_i, x_i)\}_{i=1}^n \). While solving linear systems is straightforward, this problem, with the introduction of latent variables, is hard to solve in general. Work in \[25\] shows that the subset sum problem can be reduced to mixed linear equations in the case of \( k = 2 \) and certain designs of \( x_i \) and \( \beta_j \). Therefore, given \( \{(y_i, x_i)\}_{i=1}^n \), determining whether there exist two \( \beta \)'s that satisfy (1) is NP-complete, and thus in general the \( k = 2 \) case is already hard. In this paper, we consider the setting for general \( k \), where the covariates \( x_i \)'s are independently drawn from the standard Gaussian distribution:

\[
x_i \sim \mathcal{N}(0, I_p).
\]
Under this random design, we provide a tractable algorithm for the mixed linear equation problem, and give sufficient conditions on the $\beta_i$'s under which we guarantee exact recovery with high probability.

The problem of solving mixed linear equations (or regression when each $y_i$ is perturbed by a small amount of noise) arises in applications where samples are from a mixture of discriminative linear models and the interest is in parameter estimation. Mixed standard and generalized linear regression models are introduced in 1990s [23] and have become an important set of techniques for market segmentation [24]. These models have also been applied to study music perception [22] and health care demand [10]. See [11] for other related applications and datasets. Mixed linear regression is closely related to another classical model called hierarchical mixtures of experts [13], which also allows the distribution of labels to be adaptive to covariate vectors.

Due to the combinatorial nature of mixture models, popular approaches, including EM and gradient descent, are often based on local optimization and thus suffer from local minima. Indeed, to the best of our knowledge, there is no rigorous analysis of the convergence behavior of EM or other gradient descent-based methods for $k \geq 3$. Beyond real-world applications, the statistical limits of solving problem (1) by computationally efficient algorithms are even less well understood. This paper is motivated by this question: how many samples are necessary to recover $\{\beta_j\}$ exactly and efficiently?

In a nutshell, we prove that under certain technical conditions, there exists an efficient algorithm for solving mixed linear equations with sample size $\tilde{O}(k^{10}p)$, and we provide an algorithm which achieves this. Notably, the dependence on $p$ is nearly linear and thus optimal up to some log factors. Our proposed algorithm has two phases. The first step is a spectral method called tensor decomposition, which is guaranteed to produce $\varepsilon$-close solutions with $O(1/\varepsilon^2)$ samples. In the second step, we apply an alternating minimization (AltMin) procedure to successively refine the estimation until exact recovery happens. As a key ingredient, we show that AltMin, as a non-convex optimization technique, enjoys linear convergence to the global optima when initialized closely enough to the optimal solution.

1.1 Comparison to Prior Art

The use of the method of moments for learning latent variable models can be dated back to Pearson's work [15] on estimating Gaussian mixtures. There is now an increasing interest in computing high order moments and leveraging tensor decomposition for parameter estimation in various mixture models including Hidden Markov Models [1], Gaussian mixtures [12], and topic models [3]. Following the same idea, we propose some novel moments for mixed linear equations, on which approximate estimation of parameters can be computed by tensor decomposition. Different from our moments, Chaganty and Liang [6] propose a method of regressing $y_i^3$ against $x_i^{\otimes 3}$ to estimate a certain third-moment tensor of mixed linear regression under bounded and random covariates. Because of performing regression in the lifted space with dimension $p^3$, their method suffers from much higher sample complexity $O(p^6)$ compared to our results, while the latter builds on a different covariate assumption [3].

Mixed linear equation/regression with two components is now well understood. In particular, our earlier work [25] proves the local convergence of AltMin for mixed linear equations with two components. Through a convex optimization formula, work in [8] establishes the minimax optimal statistical rates under stochastic and deterministic noises. Notably, Balakrishnan et al. [4] develop a framework for analyzing the local convergence of expectation-maximization (EM), i.e., EM is
guaranteed to produce statistically consistent points with good initializations. In the case of mixed linear regression with \( \beta_1 = -\beta_2 \) and Gaussian noise with variance \( \sigma^2 \), applying the framework leads to estimation error \( \tilde{O}(\sqrt{\sigma^2 + \|\beta_1\|_2} p / n) \). Even in the case of no noise (\( \sigma = 0 \)), their results do not imply exact recovery. Moreover, it is unclear how to apply the framework to the case of \( k \geq 3 \) components. It is obvious that AltMin is equivalent to EM in the noiseless setting. Our analysis of AltMin takes a step further towards understanding EM in the case of multiple latent clusters.

Beyond linear models, learning mixture of generalized linear models is recently studied in \cite{19}. Specifically, \cite{16} proposes a spectral method based on second order moments for estimating the subspace spanned by model parameters. Later on, Sedghi et al. \cite{19} construct specific third order moments that allow tensor decomposition to be applied to estimate individual vectors. In detail, when \( k = \mathcal{O}(1) \), they show that obtaining recovery error \( \varepsilon \) requires sample size \( n = \tilde{O}(p^3 / \varepsilon^2) \). In a more recent update \cite{17} of their paper, they establish the same sample complexity for mixed linear regression using different moments, which we realize coincide with ours during the preparation of this paper. Nevertheless, we perform a sharper analysis that leads to a near-linear-in-\( p \) sample complexity \( n = \tilde{O}(p / \varepsilon^2) \).

Conceptually, we establish the power of combining spectral method and likelihood based estimation for learning latent variable models. Spectral method excludes most bad local optima on the surface of likelihood loss, and as a consequence, it becomes much easier for non-convex local search methods such as EM and AltMin, to find statistically efficient solutions. Such phenomenon in the context of mixed linear regression is observed empirically in \cite{6}. We provide a theoretical explanation in this paper. It is worth mentioning the applications of such idea in other problems including crowdsourcing \cite{26}, phase retrieval (e.g. \cite{5, 9}) and matrix completion (e.g. \cite{14, 18, 7}). Most of these works focus on estimating bilinear or low rank structures. In the context of crowdsourcing, work in \cite{26} shows that performing one step of EM can achieve optimal rate given good initialization. In contrast, we establish an explicit convergence trajectory of multiple steps of AltMin for our problem. It would be interesting to study the convergence path of AltMin or EM for other latent variable models.

### 1.2 Notation and Outline

We lay down some notations commonly used throughout this paper. For counting number \( k \), we use \( [k] \) to denote the set \( \{1, 2, \ldots, k\} \). We let \( a \lor b, a \land b \) denote \( \max\{a, b\}, \min\{a, b\} \) respectively. For sub-Gaussian random variable \( X \), we denote its \( \psi_2 \)-Orlicz norm \cite{20} by \( \|X\|_{\psi_2} \), i.e.,

\[
\|X\|_{\psi_2} := \inf \left\{ z \in (0, \infty) \mid \mathbb{E}[\psi_2(|X|/z)] \leq 1 \right\},
\]

where \( \psi_2(x) = \exp(x^2) - 1 \). For vector \( a \in \mathbb{R}^p \), we use \( \|a\|_q \) to denote the standard \( \ell_q \) norm of \( a \). For matrix \( A \in \mathbb{R}^{p_1 \times p_2} \), we use \( \sigma_k(A) \) to denote its \( k \)-th largest singular value. We also commonly use \( \sigma_{\text{max}}(A), \sigma_{\text{min}}(A) \) to denote \( \sigma_1(A) \) and \( \sigma_{p_1 \land p_2}(A) \). In particular, we denote the operator norm of matrix \( A \) as \( \|A\|_{op} \). We also use \( \|T\|_{op} \) to denote the operator norm of symmetric third order tensor \( T \in \mathbb{R}^{p \times p \times p} \), namely

\[
\|T\|_{op} := \sup_{u \in \mathbb{S}^{p-1}} |\langle T(u, u, u) \rangle|.
\]

Here, \( T(A, B, C) \) denotes the multi-linear matrix multiplication of \( T \) by \( A \in \mathbb{R}^{p \times p_1}, B \in \mathbb{R}^{p \times p_2}, C \in \mathbb{R}^{p \times p_3} \), namely,

\[
(T(A, B, C))_{(m,n,t)} = \sum_{i,j,k \in [p]} T(i,j,k)A(i,m)B(j,n)C(k,t), \quad \text{for all} \ (m, n, t) \in [p_1] \times [p_2] \times [p_3].
\]
For two sequences $f(n), g(n)$ indexed by $n \in \mathbb{N}$, we write $f(n) = \mathcal{O}(g(n))$ to mean there exists a constant $C > 0$ such that $f(n) \leq C g(n)$ for all $n \in \mathbb{N}$. By $f(n) = \Theta(g(n))$, we mean there exist constants $C, C' > 0$ such that $f(n) \leq C g(n) \cdot (\log n)^{C'}$. We also use $f(n) \lesssim g(n)$ as shorthand for $f(n) = \mathcal{O}(g(n))$. Similarly, we say $f(n) \gtrsim g(n)$ if $g(n) = \mathcal{O}(f(n))$.

The rest of this paper is organized as follows. In Section 2, we describe the specific details of our two-phase algorithm for solving mixed linear equations. We present the theoretical results of initialization and AltMin in Section 3.1 and 3.2 respectively. We combine these two parts and give the overall sample and time complexities for exact recovery in Section 3.3. We provide the experimental results in Section 4. All proofs are collected in Section 5.

2 Algorithm

A natural idea to solve problem (1) is to apply an alternating minimization (AltMin) procedure between parameters $\{\beta_j\}$ and labels $\{z_i\}$: (1) Given $\{\beta_j\}$, assign the labels for each sample by choosing a model $\beta$ that has minimal recovery error $|y_i - \langle x_i, \beta \rangle|$; (2) When labels are available, each parameter is updated by applying the method of least square optimization to samples with the corresponding labels. One can show that in our setting, alternating minimization is equivalent to Expectation-Maximization (EM), which is one of the most important algorithms for inference in latent variable models. In general, similar to EM, AltMin is vulnerable to local optima. Our experiment (see Figure 1) demonstrates that even under random setting $x_i \sim \mathcal{N}(\mathbf{0}, I_p)$, AltMin with random initializations fails to exactly recover each $\beta_j$ with significantly large probability.

To overcome the local-optima issue of AltMin, our algorithm consists of two stages. The first stage builds on carefully designed moments of samples, and aims to find rough estimates of $\beta_j$ that has minimal recovery error $|y_i - \langle x_i, \beta_j \rangle|$. Similarly, we say $f(n) \gtrsim g(n)$ if $g(n) = \mathcal{O}(f(n))$.

To overcome the local-optima issue of AltMin, our algorithm consists of two stages. The first stage builds on carefully designed moments of samples, and aims to find rough estimates of $\beta_j$ that has minimal recovery error $|y_i - \langle x_i, \beta_j \rangle|$. Similarly, we say $f(n) \gtrsim g(n)$ if $g(n) = \mathcal{O}(f(n))$.

2.1 Tensor Decomposition

In the first step, we use method of moments to compute initial estimates of $\{\beta_j\}$. Consider moments $m_0 \in \mathbb{R}$, $m_1 \in \mathbb{R}^p$, $M_2 \in \mathbb{R}^{p \times p}$ and $M_3 \in \mathbb{R}^{p \times p \times p}$ as

$$m_0 := \frac{1}{n} \sum_{i=1}^{n} y_i^2, \quad m_1 := \frac{1}{6n} \sum_{i=1}^{n} y_i^3 x_i,$$

$$M_2 := \frac{1}{2n} \sum_{i=1}^{n} y_i^3 x_i \otimes x_i - \frac{1}{2} m_0 \cdot I_p,$$

$$M_3 := \frac{1}{6n} \sum_{i=1}^{n} y_i^3 x_i \otimes x_i \otimes x_i - \mathcal{T}(m_1),$$

where $\mathcal{T}(\cdot)$ is a mapping from $\mathbb{R}^p$ to $\mathbb{R}^{p \times p \times p}$ with form

$$\mathcal{T}(m_1) := \sum_{i \in [p]} m_1 \otimes e_i \otimes e_i + e_i \otimes m_1 \otimes e_i + e_i \otimes e_i \otimes m_1.$$
Lemma 1 (Moment Expectation). Consider the random model for mixed linear equations given in (1), (2) and (3). For moments $M_2$ and $M_3$ in (5) and (6), we have

\[
\mathbb{E}[M_2] = \sum_{j=1}^{k} \omega_j \cdot \beta_j \otimes \beta_j, \quad (7)
\]

\[
\mathbb{E}[M_3] = \sum_{j=1}^{k} \omega_j \cdot \beta_j \otimes \beta_j \otimes \beta_j, \quad (8)
\]

With the special structure given on the right hand sides of (7) and (8), tensor decomposition techniques can discover $\{(\omega_j, \beta_j)\}$ in three steps under a non-degeneracy condition (see Condition 1). First, apply SVD on $\mathbb{E}[M_2]$ to compute a whitening matrix $W \in \mathbb{R}^{p \times k}$ such that $W^\top \mathbb{E}[M_2]W = I_p$. Then we use $W$ to transform $\mathbb{E}[M_3]$ into an orthogonal tensor $\mathbb{E}[M_3](W, W, W)$, which is further decomposed into eigenvalue/eigenvector pairs by robust tensor power method (Algorithm 2). Lastly, $\{(\omega_j, \beta_j)\}$ can be reconstructed by applying simple linear transformation upon the previously discovered spectral components from $\mathbb{E}[M_3](W, W, W)$. With sufficient amount of samples, it is reasonable to believe that $M_2$ and $M_3$ are close to their expectations such that the stability of tensor decomposition will lead to good enough estimates. For the ease of analysis, we need to ensure the independence between whitening matrix $W$ and $M_3$. Accordingly, we split the samples used in initialization into two disjoint parts for computing $\{m_0, M_2\}$ and $\{m_1, M_3\}$ respectively. We present the details in Algorithm 1.

Algorithm 1 Initialization via Tensor Factorization

INPUT: Samples $\{(y_i, x_i)\}_{i=1}^{n}$.

1. Randomly split samples into two disjoint parts $\{(y_i, x_i)\}_{i=1}^{n_1}$ and $\{(y'_i, x'_i)\}_{i=1}^{n_2}$.
2. $m_0 \leftarrow \frac{1}{n_1} \sum_{i=1}^{n_1} y_i^2$, $m_1 \leftarrow \frac{1}{n_2} \sum_{i=1}^{n_2} y'_i^2$, $\beta_i \leftarrow \frac{1}{n_2} \sum_{i=1}^{n_2} y'_i x'_i x_i$.
3. $M_2 \leftarrow \frac{1}{n_1} \sum_{i=1}^{n_1} y_i^2 x_i \otimes x_i - \frac{1}{2} m_0 \cdot I_p$, $M_3 \leftarrow \frac{1}{2} m_0 \sum_{i=1}^{n_1} y_i^2 x_i \otimes x_i - \sigma(m_1)$.
4. Compute an SVD of the best rank $k$ approximation of $M_2$ as $U \Sigma U^\top$, where $U \in \mathbb{R}^{p \times k}$.
5. Compute whitening matrix $W \leftarrow U \Sigma^{-1/2}$.
6. Run robust tensor power method (Algorithm 2) on $M_3$ to obtain $k$ eigenvalue/eigenvector pairs $\{(\bar{\omega}_j, \bar{\beta}_j)\}_{j=1}^{k}$.
7. $\omega_j(0) \leftarrow \frac{1}{n_1} \bar{\omega}_j^2$, $\beta_j(0) \leftarrow \bar{\omega}_j (W^\top)^\dagger \bar{\beta}_j$, for all $j \in [k]$.

OUTPUT: $\{(\omega_j(0), \beta_j(0))\}_{j=1}^{k}$.

$(W^\top)^\dagger$ denotes the Moore-Penrose pseudoinverse of $W^\top$, i.e., $W(W^\top W)^{-1}$. 
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Algorithm 2 Robust Tensor Power Method (Algorithm 1 in [2])

INPUT: Symmetric tensor $T \in \mathbb{R}^{k \times k \times k}$. Parameters $L, N$.

1: for $j = 1, \ldots, k$ do
2:    for $l = 1, \ldots, L$ do
3:        Draw $\beta_0^{(l)}$ uniformly at random from $S^{k-1}$.
4:        for $t = 0, \ldots, N - 1$ do
5:            $\beta_{t+1}^{(l)} \leftarrow T(I_k, \beta_t^{(l)}, \beta_t^{(l)})$, $\beta_{t+1}^{(l)} \leftarrow \beta_t^{(l)} / \| \beta_t^{(l)} \|_2$.
6:        end for
7:    end for
8:    $l^* \leftarrow \arg \max_{l \in [L]} T(\beta_N^{(l)}, \beta_N^{(l)}, \beta_N^{(l)})$.
9:    Do $N$ power updates (9) starting from $\beta_{N}^{(l^*)}$ to obtain $\tilde{\beta}_j$. Let $\tilde{\omega}_j \leftarrow T(\tilde{\beta}_j, \tilde{\beta}_j, \tilde{\beta}_j)$.
10: end for

OUTPUT: $\{ (\tilde{\omega}_j, \tilde{\beta}_j) \}_{j=1}^k$.

2.2 Alternating Minimization

The motivation for using AltMin is to consider the least-square loss function below

$$L_n(\{ \beta_j \}) := \min_{z_1, \ldots, z_n \in [k]} \sum_{i=1}^n \sum_{j=1}^k (y_i - \langle x_i, \beta_j \rangle)^2 1(z_i = j).$$

The minimization over discrete labels $\{ z_i \}$ makes the above loss function non-convex and yields hardness of solving mixed linear equations in general. A natural idea to minimize $L_n$ is by minimizing $\{ z_i \}$ and $\{ \beta_j \}$ alternatively and iteratively. Given initial estimates $\{ \beta_j^{(0)} \}$, each iteration $t = 0, 1, \ldots$ consists of the following two steps:

- **Label Assignment:** Pick the model that has the smallest reconstruction error for each sample

  $$z_i^{(t)} = \arg \min_{j \in [k]} |y_i - \langle x_i, \beta_j^{(t)} \rangle|.$$  \hfill (10)

- **Parameter Update:**

  $$\beta_j^{(t+1)} = \arg \min_{\beta \in \mathbb{R}^p} \sum_{i=1}^n (y_i - \langle x_i, \beta \rangle)^2 1(z_i^{(t)} = j).$$  \hfill (11)

AltMin runs quickly and is thus favored in practice. However, as we discussed before, its convergence to global optima is commonly intractable. In order to alleviate such issue, we already discussed how to construct good initial estimates by method of moments. Here, we introduce another ingredient—resampling—for making the analysis of AltMin tractable. The key idea is to split all samples into multiple disjoint subsets and use a fresh piece of samples in each iteration. While slightly inefficient regarding sample complexity, this trick decouples the probabilistic dependence between
two successive estimates \( \{ \beta_j^{(t)} \} \) and \( \{ \beta_j^{(t+1)} \} \), and thus makes our analysis hold. The details are presented in Algorithm 3.

**Algorithm 3** Alternating Minimization with Resampling

**INPUT:** Samples \( \{ (y_i, x_i) \}_{i=1}^n \), initial estimates \( \{ \beta_j^{(0)} \} \), number of iterations \( T \).

1: Split all samples into \( T \) disjoint subsets \( \{ (y_i^{(t)}, x_i^{(t)}) \}_{i=1}^{n/T} \), \( t = 0, 1, \ldots, T-1 \), with equal size.
2: for \( t = 0, 1, \ldots, T-1 \) do
3: \( z_i^{(t)} \leftarrow \arg\min_{j \in [k]} |y_i^{(t)} - \langle x_i^{(t)}, \beta_j^{(t)} \rangle| \), for all \( i \in [n] \).
4: \( \beta_j^{(t+1)} \leftarrow \arg\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n/T} (y_i^{(t)} - \langle x_i^{(t)}, \beta \rangle)^2 1(z_i^{(t)} = j) \), for all \( j \in [k] \).
5: end for

**OUTPUT:** \( \{ \beta_j^{(T)} \}_{j=1}^k \).

## 3 Theoretical Results

In this section, we provide the theoretical guarantees of Algorithm 1 and 3. For simplicity, we assume the \( \ell_2 \) norm of \( \beta_j \) is at most 1, i.e.,

\[
\max_{j \in [k]} \| \beta_j \|_2 = 1.
\]

Moreover, we impose the following non-degeneracy condition on \( \{ \beta_j \} \).

**Condition 1** (Non-degeneracy). Parameters \( \beta_1, \ldots, \beta_k \) are linearly independent and all weights \( \omega_j \) are strictly greater than 0, namely

\[
\omega := \min_{j \in [k]} \omega_j > 0.
\]

Under the above condition, \( \overline{M}_2 = \sum_{j \in [k]} \omega_j \beta_j \otimes \beta_j \) has rank \( k \), which leads to

\[
\sigma_k := \sigma_k(\overline{M}_2) > 0.
\]

We use \( \Delta \) to denote the minimum distance between any two parameters, namely

\[
\Delta := \min_{i,j \in [k], i \neq j} \| \beta_i - \beta_j \|_2.
\]

The above three quantities \( (\omega, \sigma_k, \Delta) \) represent the hardness of our problem, and will appear in the results of our analysis. For estimates \( \{ \hat{\beta}_j \} \), we define the estimation error \( \mathcal{E}(\{ \hat{\beta}_j \}) \) as

\[
\mathcal{E}(\{ \hat{\beta}_j \}) := \inf_{\pi \in [k]} \sup_{j \in [k]} \| \hat{\beta}_j - \beta_{\pi(j)} \|_2, \tag{12}
\]

where the infimum is taken over all permutations \( \pi(\cdot) \) on \([k]\).
3.1 Analysis of Tensor Decomposition

Our first result, proved in Section 5.4, provides a guarantee of Algorithm 1.

**Theorem 1 (Tensor Decomposition).** Consider Algorithm 1 for initial estimation of \( \{\beta_j\} \). Pick any \( \delta \in (0, 1) \). There exist constants \( C_i \) such that the following holds. Pick any \( \varepsilon \in (0, C_1/k) \). If

\[
\begin{align*}
    n_1 & \geq C_2 \left( \frac{p \log(12k/\delta) \log^2 n_1}{\omega \sigma_k^2} \sqrt{k} \right) \quad \text{and} \quad n_2 \geq C_3 \left( \frac{(k^2 + p) \log(12k/\delta) \log^3 n_2}{\omega \sigma_k^2} \sqrt{k} \right),
\end{align*}
\]

then with probability at least \( 1 - \delta \), the output \( \{\beta_j^{(0)}\} \) satisfy

\[ \mathcal{E}(\{\beta_j^{(0)}\}) \leq \varepsilon. \]

Theorem 1 shows that \( n_1, n_2 \) have inverse dependencies on \( \omega, \sigma_k \). In the well balanced setting, we have \( \omega = \Omega(1/k) \). In general, \( \sigma_k \) can be quite small, especially in the case where some parameter \( \beta \) almost lies in the subspace spanned by the rest \( k - 1 \) parameters and has a very small magnitude along the orthogonal direction. Below we provide a sufficient condition under which \( \sigma_k \) has a well established lower bound.

**Condition 2 (Nearly Orthonormal Condition(\( \eta, \gamma \))).** For all \( j \in [k] \), \( \|\beta_j\|_2 \geq 1 - \eta \). Moreover, \( |\langle \beta_i, \beta_j \rangle| \leq \gamma \) for all \( i, j \in [k], i \neq j \).

Under the above condition, the next result provides a lower bound of \( \sigma_k \). See Section 5.2 for the proof.

**Lemma 2.** Suppose \( \{\beta_j\} \) satisfy the nearly orthonormal condition with \( \eta, \gamma \). Then we have

\[ \sigma_k \geq \omega(1 - \eta - k\gamma). \]

In the following discussion, we focus on balanced clusters, i.e., \( \omega \gtrsim 1/k \). We also assume that \( \{\beta_j\} \) satisfy Condition 2 with \( \eta \lesssim 1 \) and \( \gamma \lesssim 1/k \), which leads to \( \sigma_k = \Omega(\omega) \) according to Lemma 2. Now we provide two remarks for Theorem 1.

**Remark 1 (Sample Complexity).** We treat \( \delta \) in Theorem 1 as a constant. Then (13) implies that \( n = n_1 + n_2 = O(\varepsilon^{-2}k^6p \log k \log^3(p/\varepsilon)) \) is sufficient to guarantee that the estimates produced by Algorithm 1 have accuracy at most \( \varepsilon \). Moreover, we have \( n_1 = \tilde{O}(\varepsilon^{-2}k^6p), n_2 = \tilde{O}(\varepsilon^{-2}(k^6 + k^4p)) \), which indicates that more samples are required to compute \( \tilde{M}_2 \) than \( M_3 \). To provide some intuitions why this conclusion makes sense, note that the estimation accuracy of \( \tilde{M}_2 \) determines the accuracy of identifying the subspace spanned by \( \{\beta_j\} \) in the original p-dimensional space. While \( M_3 \) has higher order, it is only required to concentrate well on a \( k \)-dimensional subspace computed from \( M_2 \) thanks to the whitening procedure. It turns out subspace accuracy has a more critical impact on the final error and needs to be sharpened with more samples.

**Remark 2 (Time Complexity).** Except the line 6 in Algorithm 1, the other steps have total complexity \( O(n(p^2 + k^3)) \). Note that it’s not necessary to compute \( \tilde{M}_3 \) directly since we can compute \( \tilde{M}_3 \) from whitened covariate vectors \( W^\top x_i \). Running time of robust tensor power method is \( O(k^4NL) \). According to Lemma 1, it is sufficient to set \( N = O(\log k + \log \log(1/\varepsilon)) \) and \( L = O(poly(k)) \) for some polynomial function \( poly(\cdot) \). When \( k \) is large enough, \( L \) can be very close to be linear in \( k \) (see Theorem 5.1 in [2] for details). Roughly, we take \( L = O(k^2) \), which gives the running time of Algorithm 2 as \( O(k^6 \log k) \) when \( \varepsilon \gtrsim poly(1/k) \). Therefore, the overall complexity of Algorithm 1 is \( O(n(p^2 + k^3) + k^6 \log k) \).
3.2 Analysis of Alternating Minimization

Now we turn to the analysis of Algorithm 3. Let $\varepsilon_0 := \mathcal{E}(\{\beta_j^{(0)}\})$.

**Theorem 2** (Alternating Minimization). Consider Algorithm 3 for successively refining estimation of $\{\beta_j\}$. Pick any $\delta \in (0, 1)$. There exist constants $C_i$ such that the following holds. Suppose

$$\varepsilon_0 \leq C_1 \left( \frac{1}{k^2} \wedge \omega \right) \Delta, \quad p \geq \log(2k^2T/\delta),$$

and $n$ satisfies

$$n/T \geq C_2 \left( \frac{kp}{\omega} \vee \frac{\log(8k^2T/\delta)}{\omega^2} \right).$$

(14)

With probability at least $1 - \delta$, $\{\beta_j^{(t)}\}$ satisfies

$$\mathcal{E}(\{\beta_j^{(t)}\}) \leq \left( \frac{1}{2} \right)^t \varepsilon_0, \quad \text{for} \quad t = 1, \ldots, T.$$

See Section 5.5 for the proof of the above result. Theorem 3 suggests that with good enough initialization, iterates $\{\beta_j^{(t)}\}$ have at least linear convergence to the ground truth parameters. Due to the fast convergence, it is sufficient to set $T = \mathcal{O}(\log(1/\varepsilon))$ to obtain estimation with accuracy $\varepsilon$. In the case of well balanced clusters, i.e. $\omega \gtrsim 1/k$, $\varepsilon_0$ is required to be $\mathcal{O}(\Delta/k^2)$ in order to guarantee the convergence to global optima. Next, we give two remarks for sample and time complexities. In our discussion, we assume $\omega \gtrsim 1/k$ and that $\delta$ is a small constant.

**Remark 3** (Sample Complexity). For accuracy $\varepsilon$, it is sufficient to have $n = \mathcal{O}(k^2p\log(1/\varepsilon))$ when $p$ satisfies $p \gtrsim \log k + \log \log(1/\varepsilon)$. Compared to the sample complexity of tensor decomposition, AltMin avoids the high-order polynomial factor of $k$. Moreover, it also changes the dependence on $\varepsilon$ from $1/\varepsilon^2$ to $\log(1/\varepsilon)$, which is a big save especially when we focus on exact recovery, which can happen as we show in the next section, after one step of AltMin when $\varepsilon \lesssim 1/p$. Notably, the statistical efficiency comes from a good initialization provided by tensor/spectral method. On one hand, AltMin alleviates the statistical inefficiency of spectral method; on the other hand, spectral method resolves the algorithmic intractability of AltMin.

**Remark 4** (Time Complexity). Each iteration of AltMin has time complexity $\mathcal{O}(np^2/T + kp^3)$. Hence, the overall running time is $\mathcal{O}(np^2 + kp^3 \log(1/\varepsilon))$. Using the minimum requirement of $n$, we obtain complexity $\mathcal{O}(k^2p^3)$. Recall that solving linear regression by most practical algorithms has complexity $\mathcal{O}(p^3)$. Therefore, even labels are available, solving $k$ sets of linear equations requires time $\mathcal{O}(kp^3)$. AltMin almost has an extra factor $k$ as the price for addressing latent variables.

3.3 Exact Recovery and Overall Guarantee

We now consider putting the previous analysis of tensor decomposition and AltMin together to show exact recovery of $\{\beta_j\}$.
Lemma 3. Pick any $\delta \in (0, 1)$. For any fixed estimates $\{\hat{\beta}_j\}_{j=1}^k$ and some constant $C$, if

$$n \geq C \frac{1}{\omega} (p \vee \log(k/\delta)) \text{ and } \mathcal{E}(\{\hat{\beta}_j\}) \leq \frac{\delta}{4nk} \Delta,$$

Running one step of alternating minimization according to (10) and (11) using $n$ samples and initial guess $\{\hat{\beta}_j\}$ produces true parameters $\{\beta_j\}$ with probability at least $1 - \delta$.

We provide the proof of the above result in Section 5.6. Putting all ingredients together, we have the following overall guarantee:

Corollary 1 (Exact Recovery). Consider splitting $n$ samples from (1) into two disjoint sets with size $n_{init}, n_{alt}$ as inputs of Algorithm 1 and 3 for solving mixed linear equations as a two-stage method. Pick any $\delta \in (0, 1)$. There exist constants $C_i$ such that the following holds. If we choose $T = C_1 \log(kn_{alt}/\delta)$ in Algorithm 3, and $(n_{init}, n_{alt}, p)$ satisfy

$$n_{init} \geq C_2 \left( \frac{(k^4 + 1/\omega^2)(p/\sigma_k^2 + k^2 + p) \log(k/\delta)}{\omega \sigma_k^2 \Delta^2} \log(n_{init}) + \frac{k}{\omega \delta} \right),$$

$$n_{alt} \geq C_3 \left( \frac{kp}{\omega} + \frac{p}{\omega^2} \right) \log(kn_{alt}/\delta),$$

and

$$p \geq C_4 \left[ \log \left( \frac{k}{\delta} \right) + \log \log \left( \frac{kn_{alt}}{\delta} \right) \right],$$

then with probability at least $1 - \delta$, we have exact recovery, i.e. $\{\beta_j^{(T)}\}_{j=1}^k = \{\beta_j\}_{j=1}^k$.

The proof is provided in Section 5.3. When $\omega \gtrsim 1/k$ and Condition 2 holds with $\gamma \lesssim 1$ and $\eta \lesssim 1/k$ ($\Delta \gtrsim 1$ in the case), Corollary 1 implies that $n = n_{init} + n_{alt} = O(k^{10}p \log k \log^3 p)$ is enough for exact recovery with high probability, say 99%. With this amount of samples, Remarks 2 and 4 give the overall time complexity as $O(k^{10}p(p^2 + k^3) \log k \log^3 p)$. Note that solving $k$ sets of linear equations (labels are known) needs at least $kp$ samples, and usually requires time $O(kp^3)$. Hence, under the aforementioned setting, our two-stage algorithm is nearly optimal in $p$ with respect to sample and time complexities.

4 Numerical Results

In this section, we provide some numerical results to demonstrate the empirical performance of the proposed method (combination of Algorithms 1 and 3) for solving mixed linear equations, and also compare it with random initialized Alternating minimization (AltMin). All algorithms are implemented in MATLAB. While sample-splitting is useful for our theoretical analysis, we find it unnecessary in practice. Therefore, we remove the sample-splittings in Algorithms 1 and 3, and use the whole sample set in the entire process. AltMin is implemented to terminate when the label assignment no longer changes or the maximal number of iterations $T$ is reached. In all experiments, we set $T = 200$. 
Datasets. For given problem size \((n, p, k)\), we generate synthetic datasets as follows. Covariate vectors \(\{x_i\}_{i=1}^n\) are drawn independently from \(\mathcal{N}(0, I_p)\). Model parameters \(\{\beta_j\}_{j=1}^k\) are a random set of \(k\) vectors in \(S^{p-1}\), where every two distinct \(\beta\)s have distance \(\Delta = 1.2\). Therefore, these parameters are not orthogonal. Suppose \(B \in \mathbb{R}^{p \times k}\) denotes the matrix with \(\beta_j\) as the \(j\)-th column. We let \(B = U \Lambda^{1/2} V^\top\), where \(U \in \mathbb{R}^{p \times k}\) represents the basis of a random \(k\)-dimensional subspace in \(\mathbb{R}^p\). Matrices \(\Lambda, V \in \mathbb{R}^{k \times k}\) are from the eigen-decomposition of symmetric matrix \(C = V \Lambda V^\top\), where the diagonal terms of \(C\) are 1 and the rest entries are \(1 - \Delta^2/2\). We assign equal weights \(\omega_j = 1/k\) for all clusters.

Results. Our first set of results, presented in Figure 1, show the convergence of estimation errors of AltMin with random and tensor initializations. Recall that estimation error is defined in (12). In random setting, AltMin starts with a set of uniformly random \(k\) vectors in \(S^{p-1}\). We find that AltMin with random starting points has quite slow convergence, and fails to produce true \(\beta\)s with significant probability. In contrast, with the same amount of samples, tensor method provides more accurate starting points, which leads to much faster convergence of AltMin to the global optima. These results thus back up our convergence theory of AltMin (Theorem 2), and demonstrate the power of using tensor decomposition initialization.

The second set of results, presented in Figure 2, explore the statistical efficiency of the proposed algorithm—tensor initialized AltMin. For fixed \(k = 3\), Figure 2a reveals a linear dependence of the necessary sample size on \(p\), which matches our results in Corollary 1. With fixed \(p\), Figure 2b indicates that \(O(k^3)\) samples could be enough in practice, which is much better than our theoretical guarantee \(O(k^{10})\). Sharpening the polynomial factor on \(k\) is an interesting direction of future research.

5 Proofs

In this section, we provide proofs for Lemma 1 and the results presented in Section 3.
Figure 2. Exact recovery probability of “Tensor + AltMin” with varied \((n, p, k)\). The color of every dot represents the recovery probability computed from 100 independent trials according to the colorbar on the right side. Tensor decomposition is implemented with \(L = 200k^2, N = 20\log(k)\). The dashed line in (a) shows function \(n = 30p\). The dashed line in (b) shows function \(n = 12k^3\).

5.1 Proof of Lemma 1

Recall that \(z_i\) denotes the latent label associated with each sample. Suppose \(X \sim N(0, I_p)\), and \(Z\) has the distribution of each \(z_i\) We find that

\[
\mathbb{E}[m_0] = \sum_{j \in [k]} \mathbb{E}[(X, \beta_j)^2] \cdot \mathbb{P}(Z = j) = \sum_{j \in [k]} \omega_j \|\beta_j\|_2^2, \tag{15}
\]

\[
\mathbb{E}[m_1] = \frac{1}{6} \sum_{j \in [k]} \mathbb{E}[(X, \beta_j)^3] \cdot \mathbb{P}(Z = j).
\]

One can check that for any \(\beta\), \(\mathbb{E}[(X, \beta)^3] = 3\|\beta\|_2^2\). Therefore,

\[
\mathbb{E}[m_1] = \frac{1}{6} \sum_{j \in [k]} \omega_j \|\beta_j\|_2^2 \beta_j. \tag{16}
\]

For \(M_2\), plugging (15) into (7) yields

\[
\mathbb{E}[M_2] = \frac{1}{2} \sum_{j \in [k]} \omega_j \mathbb{E}[(X, \beta_j)^2 X \otimes X] - \frac{1}{2} \sum_{j \in [k]} \omega_j \|\beta_j\|_2^2 \cdot I_p.
\]

One can check \(\mathbb{E}[(X, \beta_j)^2 X \otimes X] = 2\beta_j \beta_j^\top + \|\beta_j\|_2^2\), which leads to \(\mathbb{E}[M_2] = \sum_{j \in [k]} \omega_j \beta_j \beta_j^\top\).

For \(M_3\), plugging (16) into (8) gives

\[
\mathbb{E}[M_3] = \frac{1}{6} \sum_{j \in [k]} \omega_j \mathbb{E}[(X, \beta_j)^3 X \otimes X] - \frac{1}{2} \sum_{j \in [k]} \omega_j \mathcal{T}(\|\beta_j\|_2^2 \beta_j).
\]

Then it remains to show that for any \(\beta\),

\[
\mathbb{E}[(X, \beta)^3 X \otimes X] = 6\beta \otimes 3 + 6T(\|\beta\|_2^2 \beta). \tag{17}
\]
We directly verify the above inequality. Let $X = (X_1, \ldots, X_p)^\top$, $\beta = (\beta_1, \ldots, \beta_p)^\top$. For $(i, j, k) \in [p] \times [p] \times [p]$, let $L_{ijk}, R_{ijk}$ be the $(i, j, k)$-th entries of $E[(X, \beta)^3 X^3]$ and $6\beta^3 + 3T(\|\beta\|^2_2 \beta)$ respectively. Due to symmetry, it is sufficient to consider the following cases.

- $i \neq j \neq k \neq i$. We have $R_{ijk} = 6\beta_i \beta_j \beta_k$. Meanwhile,
  $$L_{ijk} = E[(X, \beta)^3 X_i X_j X_k] = E[6\beta_i \beta_j \beta_k X_i^2 X_j^2 X_k^2] = 6\beta_i \beta_j \beta_k.$$

- $i = j \neq k$. We have $R_{ijk} = 6\beta_i^2 \beta_k + 3\|\beta\|^2_2 \beta_k$, and
  $$L_{ijk} = E[(X, \beta)^3 X_i^2 X_k]$$
  $$= E[\beta_i^3 X_i^4 X_k^2] + E[3\beta_i^2 \beta_k X_i^4 X_k^2] + \sum_{t \in [p], t \neq i, k} E[3\beta_k \beta_t^2 X_i^2 X_k^2 X_t^2]$$
  $$= 3\beta_i^3 + 9\beta_i \beta_k + 3\beta_k(\|\beta\|^2_2 - \beta_i^2 - \beta_k^2) = 6\beta_i \beta_k + 3\|\beta\|^2_2 \beta_k.$$

- $i = j = k$. We have $R_{ijk} = 6\beta_i^3 + 9\|\beta\|^2_2 \beta_i$, and
  $$L_{ijk} = E[(X, \beta)^3 X_i^3] = E[\beta_i^3 X_i^6] + \sum_{j \in [p], j \neq i} E[3\beta_i \beta_j^2 X_i^4 X_j^2]$$
  $$= 15\beta_i^3 + 9\beta_i(\|\beta\|^2_2 - \beta_i^2) = 6\beta_i^2 \beta_k + 3\|\beta\|^2_2 \beta_k.$$

In the above calculation, we frequently used the fact that odd-order moments of symmetric Gaussian is 0. We finish proving (17), and thus conclude the proof.

### 5.2 Proof of Lemma 2

Recall that $\sigma_k = \sigma_k(M_2) = \sigma_k(\sum_{j \in [k]} \omega_j \beta_k \beta_k^\top)$. We always have
$$\sigma_k \geq \omega \sigma_k(\sum_{j \in [k]} \beta_k \beta_k^\top).$$

Let $B \in \mathbb{R}^{p \times k}$ be the matrix with columns $\beta_j$. Then we have
$$\sigma_k(\sum_{j \in [k]} \beta_k \beta_k^\top) = \sigma_{\min}(B^\top B).$$

Thanks to the nearly orthonormal condition, matrix $D = B^\top B$ has diagonal terms greater than $1 - \eta$ and the rest entries have magnitude smaller than $\gamma$. Therefore, for any $u \in S^{k-1}$, we have
$$u^\top Du \geq (1 - \eta) \|u\|^2_2 - \gamma \|u\|^2_1 \geq 1 - \eta - k\gamma,$$
which completes the proof.
5.3 Proof of Corollary

Linear convergence of AltMin requires $\varepsilon_0 \lesssim (1/k^2 \wedge \omega) \Delta$. Plugging it as accuracy into Theorem 1 shows that it suffices to let

$$n_{\text{init}} \gtrsim \frac{(k^4 + 1/\omega^2)(p/\sigma_k^2 + k^2 + p) \log(k/\delta)}{\omega^3 k^2 \Delta^2} \log^3(n_{\text{init}}) + \frac{k}{\omega^3}. $$

The condition of $n$ in Lemma 3 is implied by the condition of $n/T$ in (14). Therefore, if $\{\beta_j^{(T-1)}\}_{j=1}^k$ produced by AltMin satisfies $\mathcal{E}(\{\beta_j^{(T-1)}\}) \leq \frac{\delta T}{k n_{\text{alt}}} \Delta$, Lemma 3 implies that the $T$-th step of AltMin (using $n_{\text{alt}}/T$ samples) produces $\{\hat{\beta}_j\}$ with high probability. Thanks to linear convergence, we have $\mathcal{E}(\{\beta_j^{(T-1)}\}) \leq (1/2)^{T-1} \Delta$. So it suffices to have

$$(1/2)^{T-1} \Delta \lesssim \frac{\delta T}{kn_{\text{alt}}} \Delta.$$

Hence, choosing $T = C \log(k n_{\text{alt}}/\delta)$ with sufficiently large constant $C$ satisfies the above inequality. Plugging this choice of $T$ into (14) shows that it suffices to let

$$n_{\text{alt}} \gtrsim \left( \frac{kp}{\omega} + \log(k/\delta) + \log \log(k n_{\text{alt}}/\delta) \right) \log(k n_{\text{alt}}/\delta).$$

Condition on $p$ in Theorem 2 then becomes $p \gtrsim \log(k/\delta) + \log \log(k n_{\text{alt}}/\delta)$, under which the above requirement of $n_{\text{alt}}$ can be strengthened to

$$n_{\text{alt}} \gtrsim \left( \frac{kp}{\omega} + \frac{p}{\omega^2} \right) \log(k n_{\text{alt}}/\delta).$$

5.4 Proofs about Tensor Decomposition

In this section, we prove the guarantee of tensor decomposition. Let $\overline{M}_2 := \mathbb{E}[M_2]$ and $\overline{M}_3 := \mathbb{E}[M_3]$. The proof idea of Theorem 1 is to show how approximate the empirical moments are to their expectations, and then establish the dependence between errors of approximation and estimation. Therefore, our proofs break down into the next two subsections. In Section 5.4.1, given the approximation errors of moments

$$\epsilon_2 := \|M_2 - \overline{M}_2\|_{\text{op}},$$

$$\epsilon_3 := \|M_3(W, W, W) - \overline{M}_3(W, W, W)\|_{\text{op}},$$

we follow the processes shown in Algorithm 1 to obtain an upper bound of the estimation error $\mathcal{E}(\{\beta_j^{(0)}\})$ in terms of $\epsilon_2$ and $\epsilon_3$. In Section 5.4.2, the dependence between $\epsilon_2, \epsilon_3$ and sample size is revealed by concentration analysis. We put these two parts together in Section 5.4.3 to prove Theorem 1.

5.4.1 Error Transfer

We now turn to show the how error is transferred from approximation bound to initial estimation. Recall that the robust tensor power method is run on tensor $M_3(W, W, W)$. We let $\overline{W}$ be the
whitening matrix of $\overline{M}_2$. Then tensor $\overline{M}_3(\overline{W}, \overline{W}, \overline{W})$ has orthogonal factorization

$$
\overline{M}_3(\overline{W}, \overline{W}, \overline{W}) = \sum_{j=1}^{k} \omega_j \beta_j \otimes \beta_j \otimes \beta_j,
$$

where $\omega_j = 1/\sqrt{\omega_j}$, $\beta_j = \sqrt{\omega_j} \overline{W}^T \beta_j$ and $\|\beta_j\|_2 = 1$ for all $j \in [k]$. We will use the next theory of robust tensor power method presented in [2].

**Lemma 4** (Guarantee of Robust Tensor Power Method, Theorem 5.1 in [2]). Suppose $T \in \mathbb{R}^{k \times k \times k}$ is a tensor with decomposition $T = \sum_{j=1}^{k} \lambda_j \beta_j \otimes \beta_j \otimes \beta_j$ where every $\lambda_j > 0$ and $\{\beta_j\}$ are orthonormal. Put $\overline{\lambda} := \max_{j \in [k]} \{\lambda_j\}$, $\lambda := \min_{j \in [k]} \{\lambda_j\}$. Let $\overline{T} = T + \overline{E}$ be the input of Algorithm [2], where $\overline{E}$ is a symmetric tensor with $\|\overline{E}\|_{op} \leq \epsilon$. There exist constants $C_i$ such that the following holds. Suppose $\epsilon \leq C_1 \lambda/k$. For any $\delta \in (0, 1)$, suppose $(N, L)$ in Algorithm [2] satisfy

$$
N \geq C_2 \cdot (\log k + \log \log(\overline{\lambda}/\epsilon)) , \quad L \geq C_3 \cdot \text{poly}(k) \log(1/\delta),
$$

for some polynomial function $\text{poly}(\cdot)$. With probability at least $1 - \delta$, $\{(\overline{\lambda}_j, \overline{\beta}_j)\}$ returned by Algorithm [2] satisfy the bound

$$
\|\overline{\beta}_j - \beta_{\pi(j)}\|_2 \leq 8\epsilon/\lambda_{\pi(j)}, \quad |\overline{\lambda}_j - \lambda_{\pi(j)}| \leq 5\epsilon, \quad \text{for all } j \in [k],
$$

where $\pi(\cdot)$ is some permutation function on $[k]$.

Without loss of generality, we set the permutation $\pi(\cdot)$ in the above result to be identity. Lemma [4] implies that if

$$
\epsilon := \|\overline{M}_3(\overline{W}, \overline{W}, \overline{W}) - M_3(W, W, W)\|_{op} \leq \frac{1}{k},
$$

then with high probability, $\{(\overline{\omega}_j, \overline{\beta}_j)\}_{j=1}^{k}$ produced in the line 6 of Algorithm [1] satisfy

$$
\|\overline{\beta}_j - \beta_j\|_2 \leq 8\epsilon/\omega_j = 8\epsilon/\sqrt{\omega_j}, \quad |\overline{\omega}_j - \omega_j| \leq 5\epsilon.
$$

Then we have

$$
\begin{align*}
\|\beta_j^{(0)} - \beta_j\|_2 &= \|\overline{\omega}_j (W^T) \overline{\beta}_j - \omega_j (W^T) \beta_j\|_2 \\
&\leq \|\overline{\omega}_j (W^T) \overline{\beta}_j - \overline{\omega}_j (W^T) \beta_j\|_2 + \|\overline{\omega}_j (W^T) \beta_j - \omega_j (W^T) \beta_j\|_2 \\
&\leq \|\overline{\omega}_j (W^T) \overline{\beta}_j - \overline{\omega}_j (W^T) \beta_j\|_2 + 5\epsilon \|W^T\|_{op} \\
&\leq \|\overline{\omega}_j (W^T) \overline{\beta}_j - \overline{\omega}_j (W^T) \beta_j\|_2 + \|\overline{\omega}_j (W^T) \beta_j - \omega_j (W^T) \beta_j\|_2 + 5\epsilon \|W^T\|_{op} \\
&\leq \|\overline{\omega}_j (W^T) \overline{\beta}_j - \overline{\omega}_j (W^T) \beta_j\|_2 + \|W^T - W^T\|_{op} + 5\epsilon \|W^T\|_{op} \\
&\leq \|W^T\|_{op} \cdot \|\overline{\beta}_j - \beta_j\|_2 + \|W^T - W^T\|_{op} + 5\epsilon \|W^T\|_{op} \\
&\leq 8\epsilon \sqrt{\omega_j} \|W^T\|_{op} + \|W^T - W^T\|_{op} + 5\epsilon \|W^T\|_{op}.
\end{align*}
$$
Recall that $\sigma_k = \sigma_k(M_2)$. Put $\sigma_1 = \sigma_1(M_2)$. Let $M'_2$ be the best rank $k$ approximation of $M_2$. We have
\[ \|M'_2 - M_2\|_{op} \leq \varepsilon_2 + \sigma_{k+1}(M_2) \leq 2\varepsilon_2, \]
where the last step follows from Weyl’s theorem. Using the properties of whitening in Lemma 9 by replacing $A, \hat{A}$ with $M_2, M'_2$, when $\varepsilon_2/\sigma_k \leq 1/6$, we have
\[ \left\| W^\dagger \right\|_{op} \leq 2 \left\| \hat{W}^\dagger \right\|_{op} = 2\sqrt{\sigma_1}, \]
\[ \left\| W^\dagger - \hat{W}^\dagger \right\|_{op} \leq 4\varepsilon_2 \left\| \hat{W}^\dagger \right\|_{op}/\sigma_k = 4\varepsilon_2\sqrt{\sigma_1}/\sigma_k. \]
We thus obtain
\[ \left\| \beta'_{j(0)} - \beta_j \right\|_2 \leq 21\sqrt{\sigma_1}\varepsilon + \frac{4\sqrt{\sigma_1}\varepsilon_2}{\sigma_k}. \tag{20} \]

It remains to relate $\varepsilon$ to $\varepsilon_2$ and $\varepsilon_3$. We apply a series of triangle inequalities as follows.
\[
\varepsilon = \left\| M_3(W, W, W) - M_3(W, W, W) \right\|_{op} = \left\| M_3(W, W, W) - M_3(W, W, W) + M_3(W, W, W) - M_3(W, W, W) \right\|_{op} \]
\[
\leq \left\| M_3(W, W, W) - M_3(W, W, W) \right\|_{op} + \left\| M_3(W, W, W) - M_3(W, W, W) \right\|_{op} \]
\[
\leq \left\| M_3 \right\|_{op} \left\| W - W \right\|_{op} + \left\| M_3 \right\|_{op} \left\| W - W \right\|_{op} + \left\| M_3 \right\|_{op} \left\| W - W \right\|_{op} + \varepsilon_3. \tag{21} \]

Applying Lemma 9 again, we have
\[ \left\| W \right\|_{op} \leq 2 \left\| \hat{W} \right\|_{op} = 2/\sqrt{\sigma_k}, \quad \left\| W - \hat{W} \right\|_{op} \leq 4\varepsilon_2/\sqrt{\sigma_k^3}. \tag{22} \]

Plugging it back into the last line of (21) yields
\[ \left\| M_3(W, W, W) - M_3(W, W, W) \right\|_{op} \leq \frac{28\varepsilon_2}{\sqrt{\sigma_k^3}} \left\| M_3 \right\|_{op} + \varepsilon_3. \tag{23} \]

We thus obtain the following error bound by putting (20) and (23) together:
\[ \left\| \beta'_{j(0)} - \beta_j \right\|_2 \lesssim \frac{\sqrt{\sigma_1}\varepsilon_2}{\sigma_k} + \sqrt{\sigma_1}\varepsilon_3 + \frac{\sqrt{\sigma_1}}{\sigma_k^5} \left\| M_3 \right\|_{op} \varepsilon_2, \quad \text{for all } j \in [k]. \tag{24} \]

Recall that, in order to obtain (20), we have to make sure $\varepsilon \lesssim 1/k$ as required in Lemma 4. Then inequality (23) indicates that it’s sufficient to require
\[ \varepsilon_2 \lesssim \frac{\sqrt{\sigma_k^2}}{k \left\| M_3 \right\|_{op}} \quad \text{and} \quad \varepsilon_3 \lesssim \frac{1}{k}, \tag{25} \]
which will be used in the concentration analysis.
5.4.2 Concentration Analysis

Now we turn to the analysis of the concentration of empirical moments, and we derive upper bounds on $e_2$ and $e_3$. Note that $M_3$ involves Gaussian’s high-order moments (up to 6th moment). In order to deal with the heavy tail, we will leverage a truncation argument, where we introduce truncated response $y'_i$ as

$$y'_i = \begin{cases} y_i, & \text{if } |y_i| \leq M, \\ \text{sign}(y_i) \cdot M, & \text{otherwise} \end{cases},$$

where $M > 0$ is some threshold chosen in our analysis. When $M$ is sufficiently large, we have $y_i = y'_i$ for all $i \in [n]$ with high probability, which means the tail bounds about $\{(y'_i, x_i)\}$ still apply to original samples $\{(y_i, x_i)\}$. The advance of analyzing concentration using $(y'_i, x_i)$ is that $y'_i \cdot x_i$ is sub-Gaussian random vector thanks to the boundedness of $y'_i$. One should note that truncating $y_i$ might change the expectation of moments slightly. Therefore, a tedious but important part of our analysis is to show that the expectation deviation from truncation is much smaller compared to the desired tail bound. In detail, we have the next result proved using the truncation idea. See Section 6.1 for the complete proof.

**Lemma 5** (Concentration of Empirical Moments of Single Model). Suppose $n$ samples $x_1, \ldots, x_n$ are generated from $N(0, I_p)$ and $y_i = \langle x_i, \beta \rangle$ for some fixed $\beta \in \mathbb{R}^{p-1}$. Let

$$m_1 = \frac{1}{n} \sum_{i\in[n]} y_i^3 x_i, \quad M_2 = \frac{1}{n} \sum_{i\in[n]} y_i^2 x_i^2, \quad M_3 = \frac{1}{n} \sum_{i\in[n]} y_i^3 x_i^3.$$ 

Moreover, let $m_0 = \mathbb{E}[m_0], \bar{m}_1 = \mathbb{E}[m_1], \bar{M}_2 = \mathbb{E}[M_2], \bar{M}_3 = \mathbb{E}[M_3]$. There exist constants $C_i$ such that the following holds. Pick any $\delta \in (0, 1)$ and any fixed matrix $S \in \mathbb{R}^{p \times s}$ with $s \leq p$.

1. If $n \geq C_1/\delta$, with probability at least $1 - \delta$, we have

$$\|S^T (m_1 - \bar{m}_1)\|_2 \leq C_2 \|S\|_{op} \frac{\log^{3/2} n}{\sqrt{n}} \max \left\{ \sqrt{\log \left( \frac{2}{\delta} \right)}, \sqrt{s} \right\}.$$  

2. If $n \geq C_3 \max\{1/\delta, s\}$, with probability $1 - \delta$, we have

$$\|S^T (M_2 - \bar{M}_2) S\|_{op} \leq C_4 \|S\|_{op}^2 \frac{\log n}{\sqrt{n}} \max \left\{ \sqrt{\log \left( \frac{2}{\delta} \right)}, \sqrt{s} \right\}.$$  

3. If $n \geq C_5 \max\{s \log \left( \frac{2}{\delta} \right), 1/\delta\}$, with probability at least $1 - \delta$, we have

$$\|(M_3 - \bar{M}_3) (S, S, S)\|_{op} \leq C_6 \|S\|_{op}^3 \frac{s \log^{3/2} n}{\sqrt{n}} \sqrt{\log \left( \frac{2}{\delta} \right)}.$$ 

This result provides concentration bounds of the moments constructed from single linear model. In the case of mixture samples $\{(y_i, x_i)\}_{i=1}^n$, we can split the set into $k$ sets $\{(y^{(j)}_i, x^{(j)}_i)\}_{i=1}^{n_j}, j =$
1, \ldots, k$, where the $j$-th set corresponds to linear model $\beta_j$. Therefore, for the moments given in (4)-(6), we have

$$m_0 = \sum_{j \in [k]} \tilde{\omega}_j m_0^{(j)}, \quad m_1 = \frac{1}{6} \sum_{j \in [k]} \tilde{\omega}_j m_1^{(j)},$$

$$M_2 = \frac{1}{2} \sum_{j \in [k]} \tilde{\omega}_j M_2^{(j)} - \frac{1}{2} m_0 \cdot I_p, \quad M_3 = \frac{1}{6} \sum_{j \in [k]} \tilde{\omega}_j M_3^{(j)} - T(m_1),$$

where $\tilde{\omega}_j$ denotes the empirical proportion of each model, and we let $m_0^{(j)} := \frac{1}{n_j} \sum_{i \in [n_j]} y_i^{(j)}$, $m_1^{(j)} := \frac{1}{n_j} \sum_{i \in [n_j]} y_i^{(j)} x_i^{(j)}$, $M_2^{(j)} := \frac{1}{n_j} \sum_{i \in [n_j]} y_i^{(j)^2} x_i^{(j)^2}$, $M_3^{(j)} := \frac{1}{n_j} \sum_{i \in [n_j]} y_i^{(j)^3} x_i^{(j)^3}$.

Next, we will derive concentration bounds for $m_0, m_1, M_2, M_3$ respectively. To ease notation, for every moment, we use $n$ to denote the number of samples for computing it, while they might be computed from different sets of samples in Algorithm 1.

**Bound of $|m_0 - \bar{m}_0|$**. We find that

$$\epsilon_0 := |m_0 - \bar{m}_0| \leq \sum_{j \in [k]} \tilde{\omega}_j \left| \frac{m_0^{(j)}}{\tilde{\omega}_j} - \mathbb{E}[m_0^{(j)}] \right| + \sum_{j \in [k]} \tilde{\omega}_j \cdot \mathbb{E}|m_0^{(j)}|$$

$$\leq \sup_{j \in [k]} \left| m_0^{(j)} - \mathbb{E}[m_0^{(j)}] \right| + \sum_{j \in [k]} \tilde{\omega}_j \cdot \mathbb{E}|m_0^{(j)}|$$

$$\leq \sup_{j \in [k]} \left| m_0^{(j)} - \mathbb{E}[m_0^{(j)}] \right| + \sum_{j \in [k]} \tilde{\omega}_j \cdot |\tilde{\omega}_j - \omega_j|,$$

where the last step follows from the fact $\mathbb{E}[m_0^{(j)}] \leq 1$ due to the assumption $\max_{j \in [k]} \|\beta_j\|_2 = 1$. We first bound $\epsilon_0$. Note that $n \tilde{\omega}_j$ is a sum of $n$ Bernoulli random variables with success probability $\omega_j$. Lemma 8 gives that for any $t \in (0, 1)$

$$\mathbb{P}(|\tilde{\omega}_j - \omega_j| \geq t \omega_j) \leq 2e^{-\frac{3t^2}{2} n \omega_j} \leq 2e^{-\frac{3t^2}{2} n \omega / 8}.$$ 

Using union bound and setting $t = \sqrt{8 \log(2k/\delta)/\left(3\omega n\right)}$, which can be less than 1 when $n \geq C \log(k/\delta)/\omega$ for sufficiently large $C$, we obtain

$$\mathbb{P} \left( \epsilon_0 \geq \sqrt{\frac{8 \log(2k/\delta)}{3\omega n}} \right) \leq 2ke^{-\frac{3t^2}{2} n \omega / 8} = \delta.$$ 

(31)

Now we turn to the first term in (30). Note that $y_i^2 = \langle x_i, \beta_j \rangle^2$ is sub-Gaussian with constant Orlicz norm $\|\beta_j\|_2 \leq 1$. Then by standard concentration of sub-Gaussian (e.g., (59) with $p = 1$), we find that there exist constants $C, C'$ such that if $n \geq C \frac{1}{\omega^2} \log(k/\delta)$, we have

$$\mathbb{P} \left( \sup_{j \in [k]} \left| m_0^{(j)} - \mathbb{E}[m_0^{(j)}] \right| \geq C' \frac{1}{\omega n} \log \left( \frac{k}{\delta} \right) \right) \leq \delta.$$ 

for any $\delta \in (0, 1)$. Excluding the probability $\delta$, we obtain

$$\epsilon_0 \leq \sqrt{\log(k/\delta)/(\omega n)} + \epsilon_0.$$ 

(32)
Bound of $\| \mathbf{m}_1 - \overline{\mathbf{m}}_1 \|_2$. Similar to (30), we have
\[
\epsilon_1 := \| \mathbf{m}_1 - \overline{\mathbf{m}}_1 \|_2 \lesssim \sup_{j \in [k]} \left\| \mathbf{m}_1^{(j)} - \mathbb{E}[\mathbf{m}_1] \right\|_2 + \epsilon_\omega \sup_{j \in [k]} \left\| \mathbb{E}[\mathbf{m}_1^{(j)}] \right\|_2 \\
\lesssim \sup_{j \in [k]} \left\| \mathbf{m}_1^{(j)} - \mathbb{E}[\mathbf{m}_1^{(j)}] \right\|_2 + \epsilon_\omega.
\]
Using (27) in Lemma 5 by setting $S = I_p$ and replacing $\delta$ with $\delta/k$, we have that the condition $n \gtrsim k/(\omega \delta)$ leads to
\[
\sup_{j \in [k]} \left\| \mathbf{m}_1^{(j)} - \mathbb{E}[\mathbf{m}_1^{(j)}] \right\|_2 \lesssim \frac{\log^{3/2}(\omega n)}{\sqrt{\omega n}} \sqrt{p \log(2k/\delta)}
\]
holds with probability at least $1 - \delta$. Conditioning on this event leads to
\[
\epsilon_1 \lesssim \log^{3/2}(\omega n) \sqrt{p \log(2k/\delta)}/(\omega n) + \epsilon_\omega. \tag{33}
\]

Bound of $\| M_2 - \overline{M}_2 \|_{op}$. We find that
\[
\epsilon_2 \lesssim \left\| \sum_{j \in [k]} \hat{\omega}_j M_2^{(j)} - \sum_{j \in [k]} \omega_j \mathbb{E}[M_2^{(j)}] \right\|_{op} + |m_0 - \overline{m_0}| \\
\lesssim \sup_{j \in [k]} \left\| M_2^{(j)} - \mathbb{E}[M_2^{(j)}] \right\|_{op} + \epsilon_\omega + \epsilon_0,
\]
where the second step follows from similar calculation in (30) and the fact $\left\| \mathbb{E}[M_2^{(j)}] \right\|_{op} \lesssim 1$ for all $j \in [k]$. Applying (28) by choosing $S = I_p$ and setting $\delta$ to be $\delta/k$, we have that when $n \gtrsim \omega^{-1} \max\{k/\delta, p\}$,
\[
\sup_{j \in [k]} \left\| M_2^{(j)} - \mathbb{E}[M_2^{(j)}] \right\|_{op} \lesssim \log(\omega n) \sqrt{p \log (2k/\delta)}/(\omega n)
\]
holds with probability at least $1 - \delta$. Conditioning on the event, we conclude that
\[
\epsilon_2 \lesssim \log(\omega n) \sqrt{p \log (2k/\delta)}/(\omega n) + \epsilon_\omega + \epsilon_0. \tag{34}
\]

Bound of $\| M_3(W, W, W) - \overline{M}_3(W, W, W) \|_{op}$. Now we condition on the event $\epsilon_2/\sigma_k < 1/6$, which can lead to $\| W \|_{op} \leq 2/\sqrt{\sigma_k}$ as shown in (22). Let $\epsilon_T := \| T(\mathbf{m}_1 - \overline{\mathbf{m}}_1)(W, W, W) \|_{op}$. Recall that $\epsilon_3$ is defined in (19). We find that
\[
\epsilon_3 \lesssim \left\| \sum_{j \in [k]} \hat{\omega}_j M_3^{(j)}(W, W, W) - \sum_{j \in [k]} \omega_j \mathbb{E}[M_3^{(j)}(W, W, W)] \right\|_{op} + \epsilon_T \\
\lesssim \sup_{j \in [k]} \left\| M_3^{(j)}(W, W, W) - \mathbb{E}[M_3^{(j)}(W, W, W)] \right\|_{op} + \epsilon_\omega + \epsilon_T.
\]
Again, the last step follows from similar steps in (30) and the fact that
\[
\|E[M_3^{(j)}(W, W, W)]\|_{op} \leq \|E[M_3^{(j)}]\|_{op} \cdot \|W\|_3^3 \leq \|W\|_{op}^3 \leq 1/\sqrt{\sigma_k^3}.
\]
Note that \(W\) is computed from \(M_2\). Due to the sample splitting in Algorithm 1 \(W\) is independent of \(M_3\). Therefore, we can apply (29) by replacing \(S, \delta\) with \(W, \delta/k\) to obtain that
\[
\sup_{j \in [k]} \|M_3^{(j)}(W, W, W) - E[M_3^{(j)}(W, W, W)]\|_{op} \leq \frac{1}{\sqrt{\sigma_k^3}} k \log^{3/2}(\omega n) \sqrt{\log(2k/\delta)/(\omega n)} \tag{35}
\]
holds with probability at least \(1 - \delta\) under condition \(n \geq k/(\omega \delta)\). For \(T(\cdot)\), we have that for any \(u \in \mathbb{R}^p\),
\[
\|T(u)\|_{op} \leq 3 \|u\|_2, \tag{36}
\]
which is proved at the end of this section. We have
\[
\epsilon_T \leq \|W\|_{op}^3 \epsilon_1 \leq \epsilon_1/\sqrt{\sigma_k^3}.
\]
Conditioning on (35) leads to
\[
\epsilon_3 \leq \frac{1}{\sqrt{\sigma_k^3}} k \log^{3/2}(\omega n) \sqrt{\log(2k/\delta)/(\omega n)} + \epsilon_\omega + \epsilon_1/\sqrt{\sigma_k^3}. \tag{37}
\]
Proof of Inequality (36). For any \(v \in \mathbb{R}^{p-1}\), we have
\[
T(u)(v, v, v) = 3 \sum_{i,j \in [p]} u_i v_i v_j^2 = 3 \sum_{i \in [p]} u_i v_i \|v\|_2^2 = 3 \langle u, v \rangle \leq 3 \|u\|_2.
\]

5.4.3 Proof of Theorem 1

With the previous analysis, we are ready to prove Theorem 1. In the first place, we combine the ingredients in Section 5.4.2. Recall that we split \(n\) samples into two parts with size \(n_1\) and \(n_2\) for computing \(m_0, M_2\) and \(m_1, M_3\) respectively. Putting (31), (32), (34) together and using union bound, we have
\[
P\left(\epsilon_2 \leq \log(\omega n_1) \sqrt{\frac{p \log(12k/\delta)}{\omega n_1}} \geq \delta/2\right) \tag{38}
\]
under condition \(n_1 \geq \frac{k}{\omega(\delta \vee p)}\). Putting (31), (33) and (37) together leads to
\[
P\left(\epsilon_3 \leq \frac{(k \vee \sqrt{p}) \log^{3/2}(\omega n_2)}{\sqrt{\sigma_k^3}} \sqrt{\frac{\log(12k/\delta)}{\omega n_2}} \geq \delta/2\right) \tag{39}
\]
under conditions \(n_2 \geq k/(\omega \delta)\) and \(\epsilon_2 < \sigma_k/6\). In order to guarantee \(\|\hat{\beta}_j^{(0)} - \beta_j\|_2 \leq \epsilon\) for all \(j \in [k]\), using the error transfer inequality (24) and noting that \(\sigma_1 \leq 1, \|M_3\|_{op} \leq 1\) under assumption \(\max_{j \in [k]} \|\beta_j\|_2 = 1\), it is sufficient to require
\[
\epsilon_2 \leq \sqrt{\sigma_k^5} \epsilon, \quad \epsilon_3 \leq \epsilon. \tag{40}
\]
The above condition on \( \epsilon_2 \) leads to \( \epsilon_2 < \sigma_k / 6 \) for \( \epsilon \leq 1 \). In addition, in order to let (24) hold, \( \epsilon_2, \epsilon_3 \) have to satisfy condition (25). This is implied by (40) when \( \epsilon \lesssim 1/k \). Using the relationship between \( \epsilon_2, \epsilon_3 \) and \( n_1, n_2 \) in (38) and (39), it is sufficient to require

\[
  n_1 \gtrsim \frac{p \log(12k/\delta) \log^2(n_1)}{\omega \sigma_k^2 \epsilon^2} \vee \frac{k}{\omega \delta} \quad \text{and} \quad n_2 \gtrsim \frac{(k^2 \vee p) \log(12k/\delta) \log^3(n_2)}{\omega \sigma_k^3 \epsilon^2} \vee \frac{k}{\omega \delta},
\]

which concludes our proof.

5.5 Proof of Alternating Minimization (Theorem 2)

It is sufficient to show the linear error decay in one step. Then the error bound for each step \( t \) can be obtained by induction. Without loss of generality, we focus on the first step \( t = 0 \). Also we assume \( \pi(j) = j \) for simplicity. Let \( B = n/T \) be the sample size in the first step. Let \( A_j \) denote the index set of samples that are clustered to model \( j \) in the label assignment step, namely

\[
  A_j := \left\{ i \in [B] \mid |y_i - \langle x_i, \beta_j^{(0)} \rangle| < |y_i - \langle x_i, \beta_t^{(0)} \rangle| \quad \text{for all} \quad t \neq j \right\}.
\]

We use \( A_j^* \) to denote the set of samples that are truly generated from model \( \beta_j \), namely

\[
  A_j^* := \left\{ i \in [B] \mid y_i = \langle x_i, \beta_j \rangle \right\}.
\]

Introduce \( \epsilon_0 \) as a shorthand for \( \mathcal{E}(\{\beta_j^{(0)}\}) \). According to our assumption, \( \epsilon_0 \lesssim \Delta / k^2 \).

Let \( \Sigma_j := \sum_{i \in A_j} x_i x_i^\top \) be the empirical covariance of samples in \( A_j \). The updated estimate \( \beta_j^{(1)} \) has the form

\[
  \beta_j^{(1)} = \Sigma_j^{-1} \left( \sum_{i \in A_j} y_i x_i \right).
\]

We thus obtain

\[
  \beta_j^{(1)} - \beta_j = \Sigma_j^{-1} \left( \sum_{i \in A_j} y_i x_i \right) - \beta_j = \Sigma_j^{-1} \left( \sum_{i \in A_j} y_i x_i - x_i x_i^\top \beta_j \right) = \Sigma_j^{-1} \left( \sum_{i \in [k]} \sum_{i \in A_i^* \cap A_j} x_i x_i^\top (\beta_i - \beta_j) \right).
\]

By the Cauchy-Schwartz inequality, we obtain

\[
  \left\| \beta_j^{(1)} - \beta_j \right\|_2 \leq \left\| \Sigma_j^{-1} \right\|_{op} \cdot \left\| \sum_{i \in [k]} \sum_{i \in A_i^* \cap A_j} x_i x_i^\top (\beta_i - \beta_j) \right\|_2 \leq \left\| \Sigma_j^{-1} \right\|_{op} \cdot \left( \sum_{i \in [k]} \left\| \sum_{i \in A_i^* \cap A_j} x_i x_i^\top (\beta_i - \beta_j) \right\|_2 \right) U_1 \quad \text{and} \quad \sum_{i \in [k]} \left\| \sum_{i \in A_i^* \cap A_j} x_i x_i^\top (\beta_i - \beta_j) \right\|_2 \leq U_2.
\]

Next we bound the two terms \( U_1 \) and \( U_2 \) respectively.
Bound of $U_1$. First note that \[ \left\| \Sigma_j^{-1} \right\|_{op} = 1/\sigma_{min}(\Sigma_j). \] We find that
\[
\sigma_{min}(\Sigma_j) = \sigma_{min}\left( \sum_{i \in A_j} x_i x_i^\top \right) \geq \sigma_{min}\left( \sum_{i \in A_j \cap A_j^*} x_i x_i^\top \right).
\]
For $X \sim \mathcal{N}(0, I_p)$, we define event $E_j$ as
\[
E_j := \left\{ |\langle X, \beta_j^{(0)} - \beta_j \rangle| \leq |\langle X, \beta_t^{(0)} - \beta_j \rangle|, \text{ for all } t \neq j \right\}.
\]
Accordingly, we have
\[
\mathbb{E}[x_i x_i^\top | i \in A_j \cap A_j^*] = \mathbb{E}[XX^\top | E_j]. \quad (41)
\]
To provide a lower bound of $\mathbb{P}(E_j)$, we have
\[
\mathbb{P}(E_j) = 1 - \mathbb{P}(E_j^c) \geq 1 - \sum_{t \neq j} \mathbb{P} \left( (X, \beta_j^{(0)} - \beta_j)^2 \geq (X, \beta_t^{(0)} - \beta_j)^2 \right)
\]
\[
\overset{(a)}{\geq} 1 - \sum_{t \neq j} \left\| \beta_j^{(0)} - \beta_j \right\|_2 \overset{(b)}{\geq} 1 - (k - 1) \frac{4}{7k^2} \geq 1 - \frac{4}{7k}. \quad (42)
\]
Step (b) holds because since for all $t \neq j$,
\[
\left\| \beta_j^{(0)} - \beta_j \right\|_2 \leq \left\| \beta_t^{(0)} - \beta_j \right\|_2 \leq \frac{\varepsilon_0}{\Delta - \varepsilon_0} \leq \frac{4}{7k^2},
\]
where the last step follows from condition $\varepsilon_0 \leq \Delta/(7k^2)$. Step (a) in (42) is from the next result, which is proved in Section 6.2.

Lemma 6. Let $X \sim \mathcal{N}(0, I_p)$. For any two fixed vectors $u, v \in \mathbb{R}^p$, we define
\[
E := \left\{ |\langle X, u \rangle| \leq |\langle X, v \rangle| \right\}.
\]
We have that when $\|u\|_2 > \|v\|_2$,
\[
\mathbb{P}(E) \leq \frac{\|v\|_2}{\|u\|_2}.
\]

The next result, proved in Section 6.3, establishes the spectral structure of the covariance matrix of $X \mid E_j$.

Lemma 7 (Conditional Spectral Structure). Let $X \sim \mathcal{N}(0, I_p)$. For any $k$ fixed vectors $u_1, ..., u_k \in \mathbb{R}^p$, we define event
\[
E := \left\{ |\langle X, u_1 \rangle| \leq |\langle X, u_j \rangle|, \text{ for all } j \in [k] \right\}.
\]
When $\mathbb{P}(E) > 0$, we have
\[
\sigma_{max}\left( \mathbb{E}[XX^\top | E] \right) \leq k.
\]
and
\[
\sigma_{min}\left( \mathbb{E}[XX^\top | E] \right) \geq \frac{1 - k(1 - \mathbb{P}(E))}{\mathbb{P}(E)}. \quad (43)
\]
The above result suggests that

\[
\sigma_{\min}(\mathbb{E}[XX^\top | E_j]) \geq \frac{1 - k \cdot [1 - \mathbb{P}(E_j)]}{\mathbb{P}(E_j)} \geq \frac{3}{7} \geq \frac{3}{7}.
\] (44)

Next we will show \(\sigma_{\min}(\sum_{i \in A_j \cap A_j^*} x_i x_i^\top)\) is close to its expected value \(|A_j \cap A_j^*| \sigma_{\min}(\mathbb{E}[XX^\top | E_j])\).

First, we prove \(|A_j \cap A_j^*|\) is large enough. As \(P(E_j) \geq 1 - 4/(7k^2) \geq 1/2\), we have \(E[|A_j \cap A_j^*|] \geq \mathbb{E}[1/2 |A_j^*|] = \frac{1}{2} w_j B\). Therefore, \(|A_j \cap A_j^*|\) is summation of \(B\) independent Bernoulli random variable with success probability at least \(\omega_j/2\). Then we have

\[
\mathbb{P}\left(|A_j \cap A_j^*| \leq \frac{1}{4} \omega_j B\right) \leq \mathbb{P}\left(|A_j \cap A_j^*| - \mathbb{E}[|A_j \cap A_j^*|] \geq \frac{1}{4} \omega_j B\right) \leq 2e^{-C\omega_j B} \leq 2e^{-C\omega B},
\] (45)

where the second step follows from Lemma 8 and \(C\) is some constant. Conditioning on the event \(|A_j \cap A_j^*| \geq \omega_j B/4\), we obtain \(|A_j \cap A_j^*| \geq p\) when \(B \geq p/\omega\).

Note that \(X\) is sub-Gaussian random vector. Part (a) of Lemma 15 shows that \(X\) is still sub-Gaussian vector conditioning on \(E_j\). Using the conclusion \(|A_j \cap A_j^*| \geq p\), concentration result of sub-Gaussian in (59) (setting \(t = 1/7\) and \(K\) to be a constant) yields that, for some constant \(C\),

\[
\mathbb{P}\left(\frac{1}{|A_j \cap A_j^*|} \sum_{i \in A_j \cap A_j^*} x_i x_i^\top - \mathbb{E}[XX^\top | E_j] \right)_{op} \geq \frac{1}{7} \leq 2e^{-C\omega_j B} \leq 2e^{-C\omega B}.
\] (46)

Putting (45) and (46) together and using Weyl’s theorem, we have that with probability at least \(1 - 4e^{-C\omega B}\),

\[
\sigma_{\min}\left(\sum_{i \in A_j \cap A_j^*} x_i x_i^\top\right) \geq |A_j \cap A_j^*| \cdot \left(\sigma_{\min}(\mathbb{E}[XX^\top | E_j]) - \frac{1}{7}\right) \geq \frac{1}{4} \omega_j B \cdot \frac{2}{7} = \frac{1}{14} \omega_j B.
\]

We thus obtain

\[
\mathbb{P}(U_1 \geq 14/(w_j B)) \leq 4e^{-C'\omega B}.
\] (47)

**Bound of** \(U_2\). Recall that

\[
U_2 = \sum_{t \neq j} \left\| \sum_{i \in A_t^* \cap A_j} x_i x_i^\top (\beta_t - \beta_j) \right\|_2.
\]

We will bound every term with different \(t\) separately. Note that for any vector \(x \in \mathbb{R}^p\) and positive semidefinite matrix \(A \in \mathbb{R}^{p \times p}\), we have

\[
\|Ax\|_2^2 \leq \sigma_{\max}(A)x^\top Ax.
\]
Introduce $Q_t = \sum_{A_i^t \cap A_j} x_i x_i^\top$. We find
\[
\left\| \sum_{A_i^t \cap A_j} x_i x_i^\top (\beta_t - \beta_j) \right\|_2^2 \leq \sigma_{\text{max}}(Q_t) \sum_{i \in A_i^t \cap A_j} (\beta_t - \beta_j)^\top x_i x_i^\top (\beta_t - \beta_j)
\]
\[
= \sigma_{\text{max}}(Q_t) \sum_{i \in A_i^t \cap A_j} \langle x_i, \beta_t - \beta_j \rangle^2
\]
\[
\leq 2\sigma_{\text{max}}(Q_t) \sum_{i \in A_i^t \cap A_j} (\langle x_i, \beta_t - \beta_j^{(0)} \rangle^2 + \langle x_i, \beta_j^{(0)} - \beta_j \rangle^2)
\]
\[
\leq 2\sigma_{\text{max}}(Q_t) \sum_{i \in A_i^t \cap A_j} (\langle x_i, \beta_t - \beta_j^{(0)} \rangle^2 + \langle x_i, \beta_j^{(0)} - \beta_j \rangle^2)
\]
\[
\leq 4\sigma_{\text{max}}^2(Q_t) \cdot \varepsilon_0^2,
\]
where step (a) follows from the fact that for each $i \in A_i^t \cap A_j$, $\langle x_i, \beta_t - \beta_j^{(0)} \rangle^2 \leq \langle x_i, \beta_t - \beta_j^{(0)} \rangle^2$ due to the label assignment rule. Accordingly,
\[
U_2 \leq 2 \sum_{t \neq j} \sigma_{\text{max}}(Q_t) \varepsilon_0.
\] (48)

It remains to bound $\sigma_{\text{max}}(Q_t)$. For each $t$, define
\[
A_j^t := \{ i \in A_i^t \mid |\langle x_i, \beta_t - \beta_j^{(0)} \rangle| \leq |\langle x_i, \beta_t - \beta_t^{(0)} \rangle| \}
\]
as the set of samples that are generated from model $t$, but have smaller reconstruction error in $\beta_j^{(0)}$ compared to $\beta_t^{(0)}$. We have $A_j \cap A_i^t \subseteq A_j^t$, which leads to
\[
\sigma_{\text{max}}(Q_t) \leq \sigma_{\text{max}}(\sum_{i \in A_j^t} x_i x_i^\top).
\] (49)

In parallel, for $X \sim \mathcal{N}(0, I_p)$, define
\[
\mathcal{E}_j^t = \{ |\langle X, \beta_t - \beta_j^{(0)} \rangle| \leq |\langle X, \beta_t - \beta_t^{(0)} \rangle| \}.
\]
Let $\varepsilon_0$ be an upper bound of $\varepsilon_0$.
\[
\mathbb{E}[|A_j^t|] = \mathbb{E}[|A_i^t|] \cdot \mathbb{P}(\mathcal{E}_j^t) = \omega_t B \cdot \mathbb{P}(\mathcal{E}_j^t) \leq \omega_t B \frac{\|\beta_t - \beta_j^{(0)}\|_2^2}{\|\beta_t - \beta_t^{(0)}\|_2^2} \leq \omega_t B \frac{\varepsilon_0}{\Delta - \varepsilon_0} \leq \frac{2\omega_t B \varepsilon_0}{\Delta},
\]
where the first inequality follows from Lemma 6 and the last step holds when $\varepsilon_0 \leq \Delta/2$. Note that $|A_j^t|$ is a summation of independent Bernoulli random variables with success probability at most $2\omega_t \varepsilon_0 / \Delta$. Then by Lemma 8 we have
\[
\mathbb{P}(|A_j^t| - \mathbb{E}[|A_j^t|] \geq 2\omega_t B \varepsilon_0 / \Delta) \leq 2e^{-3\omega_t B \varepsilon_0 / (4\Delta)} \leq 2e^{-3\omega_t B \varepsilon_0 / (4\Delta)}.
\] (50)
Following Lemma 7 (by setting \( k = 2 \)), we have
\[
\sigma_{\text{max}}(\mathbb{E}[XX^\top \mid \mathcal{E}_j]) \leq 2.
\]
Part (b) in Lemma 15 suggests that \( X \mid \mathcal{E}_j \) is still sub-Gaussian random vector with constant Orlicz norm. According to the concentration result in Remark 5.40 of [21], we have that with probability at least \( 1 - 2e^{-p} \),
\[
\sigma_{\text{max}}(\sum_{i \in A_j} x_i x_i^\top) \lesssim \sum_{i \in A_j} x_i x_i^\top(2 + (\eta \lor \eta^2)),
\]
where \( \eta \asymp \sqrt{p/|A_j|} \). We thus have
\[
\sigma_{\text{max}}(\sum_{i \in A_j} x_i x_i^\top) \gtrsim p \lor |A_j| \gtrsim p + |A_j|.
\]
Putting the above result, (50) and (49) together, and taking the union bound over all \( t \neq j \), we have that with probability at least
\[
1 - ke^{-p} - 2ke^{-3\omega B\varepsilon_0/(4\Delta)}.
\]
Plugging the above result into (48) yields that for some constant \( C \)
\[
P(U_2 \geq C(kp + B\varepsilon_0/\Delta)\varepsilon_0) \leq ke^{-p} + 2ke^{-3\omega B\varepsilon_0/(4\Delta)}.
\] (51)

**Ensemble.** Combining the bounds of \( U_1 \) and \( U_2 \), there exists a constant \( C \) such that when \( B \gtrsim p/\omega \),
\[
P \left( \left\| \beta_j^{(1)} - \beta_j \right\|_2 \geq C \frac{(kp + B\varepsilon_0/\Delta)\varepsilon_0}{\omega_j B} \right) \leq 4e^{-C'\omega B} + 2ke^{-p} + 2ke^{-3\omega B\varepsilon_0/(4\Delta)}.
\]
Now we set \( \varepsilon_0 = \omega \Delta/(4C) \). Then the condition \( B \geq 4Ckp/\omega \) leads to \( U \leq \frac{1}{2}\varepsilon_0 \). Accordingly
\[
P \left( \left\| \beta_j^{(1)} - \beta_j \right\|_2 \geq \frac{1}{2}\varepsilon_0 \right) \leq 4e^{-C'\omega B} + ke^{-p} + 2ke^{-3\omega^2 B/(16C)} \leq 2ke^{-p} + 4ke^{-C_1}\omega^2 B \leq \frac{\delta}{kT},
\]
where the last step follows from conditions \( B \gtrsim \omega^{-2}\log(8k^2T/\delta) \) and \( p \geq \log(2k^2T/\delta) \). Taking union bound over all \( j \in [k] \), we finish proving the error decay in the first iteration. Using the same calculation for all \( T \) iterations and taking union bound concludes the proof.

**5.6 Proof of Lemma 3**

For \( X \sim \mathcal{N}(0, I_p) \), define event \( \mathcal{E}_j \), which indicates the case that sample from model \( j \) is correctly assigned label \( j \), as
\[
\mathcal{E}_j := \left\{ \left| \langle X, \hat{\beta}_j - \beta_j \rangle \right| \leq \left| \langle X, \hat{\beta}_t - \beta_j \rangle \right|, \text{ for all } t \neq j \right\}.
\]
According to (42) in the proof of Theorem 2, we have

$$\mathbb{P}(\mathcal{E}_j) \geq 1 - \sum_{t \neq j} \left\| \beta_j^{(0)} - \beta_j^{(t)} \right\|_2^2 \geq 1 - \frac{1}{(k-1)} \frac{\bar{\varepsilon}}{\Delta - \bar{\varepsilon}},$$

where $\bar{\varepsilon} := \mathcal{E}(\{\hat{\beta}_j\})$. Taking union bound over all $n$ samples, we have that the probability of correct assignment of all labels is at least

$$1 - n(k-1) \frac{\bar{\varepsilon}}{\Delta - \bar{\varepsilon}} \geq 1 - \delta/2,$$

where the last step holds when $\bar{\varepsilon} \leq \frac{\delta}{4nk \Delta}$. When $n \geq \frac{2 \log(k/\delta)}{\varepsilon^2}$, using Lemma 8 and union bound, it is guaranteed that, with probability at least $1 - \delta/2$, each cluster has at least $p$ samples. Therefore, correct label assignment will lead to exact recovery.

### 6 Proofs of Technical Lemmas

#### 6.1 Proof of Lemma 5

Suppose $S$ has an SVD $S = U\Sigma V^T$, where $U \in \mathbb{R}^{p \times s}$, $V \in \mathbb{R}^{p \times s}$ have orthonormal columns $U^TU = V^TV = I_s$. We can always find $\alpha \in \mathbb{R}^s$, $\gamma \in \mathbb{R}^p$ such that $\beta = U\alpha + \gamma$, where $U^T \gamma = 0$ and $\|\alpha\|_2^2 + \|\gamma\|_2^2 = 1$. We let $X \sim \mathcal{N}(0, I_p)$, $Y = \langle X, \beta \rangle$.

Proof of Inequality (27). We find

$$\|S^T(m_1 - \overline{m}_1)\|_2 = \left\| V \Sigma U^T \left( \frac{1}{n} \sum_{i=1}^{n} y_i^3 x_i - \mathbb{E}[Y^3 X] \right) \right\|_2$$

$$= \left\| \Sigma \left( \frac{1}{n} \sum_{i=1}^{n} y_i^3 U^T x_i - \mathbb{E}[Y^3 U^T X] \right) \right\|_2$$

$$\leq \|S\|_{op} \cdot \left\| \frac{1}{n} \sum_{i=1}^{n} y_i^3 U^T x_i - \mathbb{E}[Y^3 U^T X] \right\|_2$$

$$= \|S\|_{op} \cdot \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i \rangle + z_i)^3 \tilde{x}_i - \mathbb{E}[\langle \alpha, \tilde{X} \rangle + Z]^3 \tilde{X} \right\|_2,$$

where we let $\tilde{X} := U^T X$, $Z := \langle \gamma, X \rangle$, and $\{(z_i, \tilde{x}_i)\}_{i=1}^{n}$ are $n$ independent samples of $(\tilde{X}, Z)$. Thanks to the rotation invariance of Gaussian, we have $\tilde{X} \sim \mathcal{N}(0, I_s)$ and $Z \sim \mathcal{N}(0, \|\gamma\|_2^2)$. Moreover, $\tilde{X}$ and $Z$ are independent since $U^T \gamma = 0$.

For any $\tau_1, \tau_2 > 1$, define events

$$\mathcal{E} := \left\{ \|\langle \alpha, \tilde{X} \rangle\| \leq \tau_1, \|Z\| \leq \tau_2 \right\}, \quad \mathcal{E}_n := \left\{ \|\langle \alpha, \tilde{x}_i \rangle\| \leq \tau_1, |z_i| \leq \tau_2, \text{ for all } i \in [n] \right\}.$$
We have
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i \rangle + z_i)^3 \tilde{x}_i - \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^3 \tilde{X} \right] \right\|_2 \\
\leq \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i \rangle + z_i)^3 \tilde{x}_i - \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^3 \tilde{X} \mid \mathcal{E} \right] \right\|_2 + \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^3 \tilde{X} \mid \mathcal{E} \right] - \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^3 \tilde{X} \right].
\]

For term \( d_2 \), using (62) in Lemma 13 by replacing \((a, b, \tau_1, \tau_2)\) in the statement with
\[
(\|\alpha\|_2, \|\gamma\|_2, \tau_1 / \|\alpha\|_2, \tau_2 / \|\gamma\|_2),
\]
we obtain
\[
d_2 \leq \tau_1 \left( \frac{\tau_1}{\|\alpha\|_2} e^{-\frac{\tau_1^2}{2\|\alpha\|_2}} + \tau_2 e^{-\frac{\tau_2^2}{2\|\gamma\|_2}} \right) \leq \tau_1 (\tau_1 e^{-\tau_1^2/2} + \tau_2 e^{-\tau_2^2/2}),
\]
where the last step follows from the fact that function \( xe^{-x^2/2} \) is monotonically decreasing on \( x \geq 1 \).

To ease notation, we let
\[
\tilde{X}' \sim X \mid \mathcal{E}, \quad Z' \sim Z \mid \mathcal{E}.
\]
Suppose \( \{(\tilde{x}'_i, z'_i)\}_{i=1}^{n} \) are independent samples of \((\tilde{X}', Z')\). We observe that
\[
\mathbb{P}(d_1 \geq t) \leq \mathbb{P} \left( \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}'_i \rangle + z'_i)^3 \tilde{x}'_i - \mathbb{E} \left[ (\langle \alpha, \tilde{X}' \rangle + Z')^3 \tilde{X}' \right] \right\|_2 \geq t \right) + \mathbb{P}(\mathcal{E}_n^c).
\]
Since \( |\langle \alpha, X' \rangle + Z'| \leq \tau_1 + \tau_2 \), \( (\langle \alpha, \tilde{X}' \rangle + Z')^3 \tilde{X}' \) is sub-Gaussian random vector with Orlicz norm
\[
\left\| (\langle \alpha, \tilde{X}' \rangle + Z')^3 \tilde{X}' \right\|_{\psi_2} \lesssim (\tau_1 + \tau_2)^3.
\]
By concentration result (58) in Lemma 10, we have that for some constants \( C_1, C_2 \), condition \( n \geq C_1 s (\tau_1 + \tau_2)^6 / t^2 \) leads to
\[
\mathbb{P} \left( \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}'_i \rangle + z'_i)^3 \tilde{x}'_i - \mathbb{E} \left[ (\langle \alpha, \tilde{X}' \rangle + Z')^3 \tilde{X}' \right] \right\|_2 \geq t \right) \leq e^{-C_2 nt^2/(\tau_1 + \tau_2)^6}.
\]
Meanwhile, the variance of \( \langle \alpha, \tilde{X} \rangle \) and \( Z \) are both at most \( 1 \). We thus obtain
\[
\mathbb{P}(\mathcal{E}_n^c) \leq ne^{1-\tau_1^2} + ne^{1-\tau_2^2}
\]
by using Gaussian tail bound and union bound. Accordingly,
\[
\mathbb{P}(d_1 \geq t) \leq e^{-C_2 nt^2/(\tau_1 + \tau_2)^6} + ne^{1-\tau_1^2} + ne^{1-\tau_2^2}.
\]
Setting \( \tau_1 = \tau_2 = C \sqrt{\log n} \) for sufficiently large constant \( C \) and \( t \propto (\tau_1 + \tau_2)^3 \sqrt{1/n} \left( \sqrt{\log(\delta)} + \sqrt{s} \right) \)
we have \( d_2 \leq 1/n \) and \( \mathbb{P}(d_1 \geq t) \leq \delta/2 + 1/n \). Requiring \( n \gtrsim 2/\delta \) gives our result.
Applying (58) in Lemma 10, we have that for \( \tilde{\alpha} \) and \( \tilde{X} \) are defined according to (52). Using the \( E, \mathcal{E}_n \) defined in (53), we have

\[
\| S^\top (M_2 - \bar{M}_2) S \|_{op} = \left\| V \Sigma U^\top \left( \frac{1}{n} \sum_{i \in [n]} y_i^2 x_i x_i^\top - \mathbb{E} \left[ Y^2 X X^\top \right] \right) U \Sigma V^\top \right\|_{op}
\]

\[
\leq \| S \|_{op}^2 \cdot \left\| \frac{1}{n} \sum_{i \in [n]} y_i^2 x_i x_i^\top - \mathbb{E} \left[ Y^2 \tilde{X} \tilde{X}^\top \right] \right\|_{op},
\]

where \( \tilde{x}_i \) and \( \tilde{X} \) are defined according to (52). Using the \( E, \mathcal{E}_n \) defined in (53), we have

\[
\left\| \frac{1}{n} \sum_{i \in [n]} y_i^2 x_i x_i^\top - \mathbb{E} \left[ Y^2 \tilde{X} \tilde{X}^\top \right] \right\|_{op}
\]

\[
\leq \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i \rangle + z_i)^2 \tilde{x}_i \tilde{x}_i^\top - \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^2 \tilde{X} \tilde{X}^\top \mid \mathcal{E} \right] \right\|_{op}
\]

\[
\leq \left\| \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^2 \tilde{X} \tilde{X}^\top \mid \mathcal{E} \right] - \mathbb{E} \left[ (\langle \alpha, \tilde{X} \rangle + Z)^2 \tilde{X} \tilde{X}^\top \right] \right\|_{op}.
\]

Applying (63) in Lemma 13 via setting \( (a, b, \tau_1, \tau_2) \) in the statement to be

\[
(\| \alpha \|_2, \| \gamma \|_2, \tau_1 / \| \alpha \|_2, \tau_2 / \| \gamma \|_2)
\]

provides that

\[
d_2 \leq \frac{\tau_1^3}{\| \alpha \|_2^4} e^{-\frac{\tau_1^4}{2\| \alpha \|_2^8}} + \frac{\tau_1}{\| \alpha \|_2} \frac{\tau_2}{\| \gamma \|_2} - \frac{\tau_2^4}{4\| \gamma \|_2^8} \leq \tau_1^3 e^{-\tau_1^2 / 2} + \tau_1 \tau_2 e^{-\tau_2^2 / 2 - \tau_2^2 / 2},
\]

where the last inequality follows from the fact that functions \( x^3 e^{-x^2 / 2}, x e^{-x^2 / 2} \) are monotonically decreasing when \( x \) is sufficiently large.

We follow the same idea used before to bound \( d_1 \). Introduce \( \tilde{X}', Z' \) according to (54). Then we obtain

\[
P(d_1 \geq t) \leq P \left( \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i' \rangle + z_i' )^2 \tilde{x}_i' \tilde{x}_i'^\top - \mathbb{E} \left[ (\langle \alpha, \tilde{X}' \rangle + Z')^2 \tilde{X}' \tilde{X}'^\top \right] \right\|_{op} \geq t \right) + P(\mathcal{E}_n^c). (56)
\]

Since \( |\langle \alpha, \tilde{X}' \rangle + Z'| \leq \tau_1 + \tau_2 \), \( (\langle \alpha, \tilde{X}' \rangle + Z') \tilde{X}' \) is sub-Gaussian random vector with norm \( O(\tau_1 + \tau_2) \). Applying (58) in Lemma 10, we have that for \( t \in (0, (\tau_1 + \tau_2)^2) \) and some constants \( C_1, C_2 \), the condition \( n \geq C_1 k (\tau_1 + \tau_2)^2 / t^2 \) yields

\[
P \left( \left\| \frac{1}{n} \sum_{i=1}^{n} (\langle \alpha, \tilde{x}_i' \rangle + z_i' )^2 \tilde{x}_i' \tilde{x}_i'^\top - \mathbb{E} \left[ (\langle \alpha, \tilde{X}' \rangle + Z')^2 \tilde{X}' \tilde{X}'^\top \right] \right\|_{op} \geq t \right) \leq e^{-C_2 n t^2 / (\tau_1 + \tau_2)^4}.
\]
Plugging it back into (56) and using the bound (55) of $\mathbb{P}(\mathcal{E}^c)$, we obtain

$$\mathbb{P}(d_1 \geq t) \leq e^{-c_2 n t^2/(\tau_1 + \tau_2)^4} + n e^{1-\tau_1^2} + n e^{1-\tau_2^2}.$$ 

Choosing $\tau_1 = \tau_2 = C \sqrt{\log n}$ for sufficiently large constant $C$ and letting $t > \frac{\log n}{\sqrt{n}} \left(\sqrt{\log \left(\frac{2}{\delta}\right)} \lor \sqrt{s}\right)$, we have that when $n \geq C'(1/\delta \lor s)$ for sufficiently large $C'$, it is guaranteed that $\mathbb{P}(d_1 \geq t) \leq \delta$ and $d_2 \lesssim 1/n$, which concludes the proof.

**Proof of Inequality (29).** Using the Cauchy-Schwartz inequality and the definitions of $\tilde{x}_i$ and $\tilde{X}$ in (52), we have that

$$\| (M_3 - \bar{M}_3) (S, S, S) \|_{op} \leq \| S \|_{op}^3 \cdot \left\| \frac{1}{n} \sum_{i \in [n]} y_i^3 \tilde{x}_i \otimes \tilde{x}_i \otimes \tilde{x}_i - \mathbb{E} \left[ Y^3 \tilde{X} \otimes \tilde{X} \otimes \tilde{X} \right] \right\|_{op}.$$ 

Again, we use the event $\mathcal{E}, \mathcal{E}_n$ in (53) to bound the operator norm. In detail, we have

$$\left\| \frac{1}{n} \sum_{i \in [n]} y_i^3 \tilde{x}_i \otimes \tilde{x}_i \otimes \tilde{x}_i - \mathbb{E} \left[ Y^3 \tilde{X} \otimes \tilde{X} \otimes \tilde{X} \right] \right\|_{op} \leq \left\| \frac{1}{n} \sum_{i=1}^n \left[ \langle \alpha, \tilde{x}_i \rangle + z_i \right]^3 \tilde{x}_i \otimes \tilde{x}_i \otimes \tilde{x}_i - \mathbb{E} \left[ \langle \alpha, \tilde{X} \rangle + Z \right]^3 \tilde{X} \otimes \tilde{X} \otimes \tilde{X} \right\|_{op} \leq \mathbb{E} \left[ \langle \alpha, \tilde{X} \rangle + Z \right]^3 \tilde{X} \otimes \tilde{X} \otimes \tilde{X} \right\|_{op}.$$ 

Applying (64) in Lemma 13 by setting $(a, b, \tau_1, \tau_2)$ in the statement to be $(\| \alpha \|_2, \| \gamma \|_2, \tau_1/\| \alpha \|_2, \tau_2/\| \gamma \|_2)$, we obtain

$$d_2 \leq \frac{\tau_1^5}{\| \alpha \|_2^2} e^{-\frac{\tau_1^2}{2\| \alpha \|_2^2}} + \tau_1^3 \frac{\tau_2}{\| \alpha \|_2^3} e^{-\frac{\tau_1^2}{2\| \gamma \|_2^2}} \leq \tau_1^5 e^{-\tau_1^2/2} + \tau_1^3 \tau_2 e^{-\tau_2^2/2},$$

where the last inequality follows from the fact that functions $x^5 e^{-x^2/2}, x^3 e^{-x^2/2}, x e^{-x^2/2}$ are monotonically decreasing when $x$ is sufficiently large. For term $d_1$, introducing the $\tilde{X}', Z'$ according to (54), we have

$$\mathbb{P}(d_1 \geq t) \leq \mathbb{P} \left( \left\| \frac{1}{n} \sum_{i=1}^n \left[ \langle \alpha, \tilde{x}_i' \rangle + z_i' \right]^3 \tilde{x}_i' \otimes \tilde{x}_i' \otimes \tilde{x}_i' - \mathbb{E} \left[ \langle \alpha, \tilde{X}' \rangle + Z' \right]^3 \tilde{X}' \otimes \tilde{X}' \otimes \tilde{X}' \right\|_{op} \geq t \right) + \mathbb{P}(\mathcal{E}_n^c).$$

Note that $(\langle \alpha, \tilde{X}' \rangle + Z') \tilde{X}'$ is sub-Gaussian random vector with norm $O(\tau_1 + \tau_2)$. Applying (60) in Lemma 10, we find that for any $t \in (0, (\tau_1 + \tau_2)^3 \sqrt{s})$ and constants $C_1, C_2$, condition $n \geq C_1 (\tau_1 + \tau_2)^{6s^2/t^2}$ yields

$$\mathbb{P}(d_1 \geq t) \leq e^{-c_2 n t^2/(\tau_1 + \tau_2)^{4}} + \mathbb{P}(\mathcal{E}_n^c) \leq e^{-c_2 n t^2/(\tau_1 + \tau_2)^{4}} + n e^{1-\tau_1^2} + n e^{1-\tau_2^2}.$$ 

Setting $\tau_1 = \tau_2 = C \sqrt{\log n}$ for sufficiently large constant $C$, $t > \frac{s \sqrt{\log n}}{\sqrt{n}} \sqrt{\log \left(\frac{2}{\delta}\right)}$, and assuming $n \gtrsim \max\{s \log \left(\frac{s}{\delta}\right), 1/\delta\}$, we obtain that $\mathbb{P}(d_1 \leq t) \leq \delta$ and $d_2 \leq 1/n$, which concludes the proof.
6.2 Proof of Lemma\textsuperscript{6}

For two vector $\mathbf{u}, \mathbf{v}$, we define angle $\alpha(\mathbf{u}, \mathbf{v}) \in [0, \pi]$ as

$$
\alpha(\mathbf{u}, \mathbf{v}) := \cos^{-1} \frac{(\mathbf{u} - \mathbf{v})^\top (\mathbf{u} + \mathbf{v})}{\|\mathbf{u} + \mathbf{v}\|_2 \cdot \|\mathbf{u} - \mathbf{v}\|_2}.
$$

Without loss of generality, we assume $\mathbf{u}, \mathbf{v}$ live in the subspace spanned by $\mathbf{e}_1, \mathbf{e}_2$. We use $x_1, x_2$ to denote the first two coordinates of $X$. We can let

$$x_1 = A \cos \theta, \quad x_2 = A \sin \theta,$

where $A$ is Rayleigh random variable, and $\theta$ is uniformly distributed over $[0, 2\pi)$. Conditioning on $\mathcal{E}$, the range of $\theta$ is truncated to be $[\theta_0, \theta_0 + \alpha(\mathbf{u}, \mathbf{v})] \cup [\theta_0 + \pi, \theta_0 + \pi + \alpha(\mathbf{u}, \mathbf{v})]$, where $\theta_0$ depends on $\mathbf{u}, \mathbf{v}$. Therefore, we have

$$\mathbb{P}(\mathcal{E}) = \frac{\alpha(\mathbf{u}, \mathbf{v})}{\pi}.
$$

If $\|\mathbf{u}\|_2 > \|\mathbf{v}\|_2$,

$$\cos[\alpha(\mathbf{u}, \mathbf{v})] \geq \frac{\|\mathbf{u}\|_2^2 - \|\mathbf{v}\|_2^2}{\|\mathbf{u}\|_2^2 + \|\mathbf{v}\|_2^2} > 0.$$

So we have $\alpha(\mathbf{u}, \mathbf{v}) \in [0, \pi/2]$. Using the fact that $\alpha < \frac{\pi}{2} \sin \alpha$ for any $\alpha \in [0, \pi/2]$, we have

$$\mathbb{P}(\mathcal{E}) \leq \frac{1}{2} \sin[\alpha(\mathbf{u}, \mathbf{v})] \leq \frac{\|\mathbf{u}\|_2 \|\mathbf{v}\|_2}{\|\mathbf{u}\|_2^2 + \|\mathbf{v}\|_2^2} \leq \frac{\|\mathbf{v}\|_2}{\|\mathbf{u}\|_2}.\)

6.3 Proof of Lemma\textsuperscript{7}

Note that conditioning on $\mathcal{E}$ or $\mathcal{E}^c$ will not change the distribution of $\|X\|_2$. We thus have

$$\mathbb{E} \left[ \|X\|_2^2 \mid \mathcal{E} \right] = \mathbb{E} \left[ \|X\|_2^2 \mid \mathcal{E}^c \right] = \mathbb{E} \|X\|_2^2 = p.
$$

Hence,

$$\text{Trace} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \right) = p. \quad (57)$$

Also note that $\mathbb{E} \left[ XX^\top \mid \mathcal{E} \right]$ and $\mathbb{E} \left[ XX^\top \mid \mathcal{E}^c \right]$ have at least $p - k$ eigenvalues that are 1 since $\{\mathbf{u}_1, \ldots, \mathbf{u}_k\}$ spans a subspace with dimension at most $k$. Therefore we have

$$\sigma_{\text{max}} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \right) \leq \text{Trace} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \right) - (p - k) \leq k.$$

The above inequality also holds for $\sigma_{\text{max}} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E}^c \right] \right)$. Note that

$$I_p = \mathbb{E}[XX^\top] = \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \mathbb{P}(\mathcal{E}) + \mathbb{E} \left[ XX^\top \mid \mathcal{E}^c \right] \mathbb{P}(1 - \mathbb{P}(\mathcal{E})).$$

Suppose $\mathbf{v}$ is the eigenvector that corresponds to the minimum eigenvalue of $\mathbb{E} \left[ XX^\top \mid \mathcal{E} \right]$. Therefore, we have

$$1 = \mathbf{v}^\top \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \mathbb{P}(\mathcal{E}) + \mathbf{v}^\top \mathbb{E} \left[ XX^\top \mid \mathcal{E}^c \right] \mathbf{v}(1 - \mathbb{P}(\mathcal{E}))$$

$$\leq \sigma_{\text{min}} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \right) \mathbb{P}(\mathcal{E}) + \mathbf{v}^\top \mathbb{E} \left[ XX^\top \mid \mathcal{E}^c \right] \mathbf{v}(1 - \mathbb{P}(\mathcal{E}))$$

$$\leq \sigma_{\text{min}} \left( \mathbb{E} \left[ XX^\top \mid \mathcal{E} \right] \right) \mathbb{P}(\mathcal{E}) + k(1 - \mathbb{P}(\mathcal{E})).$$
7 Auxiliary Results

Lemma 8 (Sum of Bernoulli Random Variables). Suppose $X_1, \ldots, X_n$ are $n$ independent Bernoulli random variables with $P[X_1 = 0] = 1 - p$ and $P[X_1 = 1] = p$. Let

$$X = \frac{1}{n} \sum_{i \in [n]} X_i.$$ 

For every $t > 0$, we have

$$P \left( \left| X - E[X] \right| \geq tp \right) \leq 2e^{-\frac{nt^2}{2}np}.$$ 

Proof. We find that $X_1 - E[X_1]$ has variance $p(1 - p)$ and $|X_1 - E[X_1]| \leq 1$. Using Bernstein’s inequality, we have

$$P \left( \left| X - E[X] \right| \geq tp \right) \leq 2e^{-\frac{nt^2p^2/2}{2p(1-p) + np}} \leq 2e^{-\frac{nt^2}{2}np}.$$ 

Lemma 9 (Properties of Whitening Matrices, Lemma 6 in [6]). Suppose $A$ and $\hat{A}$ are both positive semidefinite matrices in $\mathbb{R}^{p \times p}$ with rank $k$. Let $W, \hat{W} \in \mathbb{R}^{p \times k}$ be whitening matrices such that $W^T AW = I_k, \hat{W}^T \hat{A} \hat{W} = I_k$. When $\alpha := \|A - \hat{A}\|_{op} / \sigma_k(A) < 1/3$, we have

$$\|\hat{W}\|_{op} \leq 2 \|W\|_{op}, \quad \|\hat{W}^T\|_{op} \leq 2 \|W\|_{op},$$

$$\|W - \hat{W}\|_{op} \leq 2\alpha \cdot \|W\|_{op}, \quad \|W^T - \hat{W}^T\|_{op} \leq 2\alpha \cdot \|W^T\|_{op}.$$ 

Lemma 10 (Concentration of Sub-Gaussian Vectors). Suppose $x_1, x_2, \ldots, x_n \in \mathbb{R}^p$ are $n$ i.i.d. sub-Gaussian vectors with Orlicz norm $\|x_1\|_{\psi_2} \leq K$.

1. There exist constants $C_i$ such that for every $t > 0$, when $n \geq C_1(K/t)^2p$,

$$P \left( \left\| \frac{1}{n} \sum_{i \in [n]} x_i - E[x_1] \right\|_2 \geq t \right) \leq e^{-C_2nt^2/K^2}. \quad (58)$$

2. There exist constants $C_i$ such that for every $t \in (0, K^2)$, when $n \geq C_1(K^2/t)^2p$,

$$P \left( \left\| \frac{1}{n} \sum_{i \in [n]} x_i x_i^T - E[x_1 x_1^T] \right\|_{op} \geq t \right) \leq e^{-C_2nt^2/K^4}. \quad (59)$$

3. There exist constants $C_i$ such that for every $t \in (0, K^3 \sqrt{p})$, when $n \geq C_1(K^3/t)^2p^2$,

$$P \left( \left\| \frac{1}{n} \sum_{i \in [n]} x_i^{\otimes 3} - E[x_1^{\otimes 3}] \right\|_{op} \geq t \right) \leq e^{-C_2nt^2/(p^2K^6)}. \quad (60)$$
Proof.

1. Note that
\[ \left\| \frac{1}{n} \sum_{i=1}^{n} x_i - \mathbb{E}[x_1] \right\|_2 = \sup_{u \in S^{p-1}} \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] \right|. \]

Since \( x_i \) is sub-Gaussian vector, then for any fixed \( u \in S^{p-1} \), \( \langle x_i, u \rangle \) is sub-Gaussian random variable with norm \( K \). Therefore, \( \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] \) is also sub-Gaussian with norm at most \( 2K \). By standard concentration of sub-Gaussianity, for some constant \( C \), we obtain
\[ \mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] \right| \geq t \right) \leq e^{1-C n^2 / K^2}. \]

It is possible to construct an \( \epsilon \)-net \( S_\epsilon \) of \( S^{p-1} \) with size \( |S_\epsilon| \leq (1+2/\epsilon)^p \) (Lemma 5.2 in \[21\]). Applying probabilistic union bound leads to
\[ \mathbb{P} \left( \sup_{u \in S_\epsilon} \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] \right| \geq t \right) \leq (1+2/\epsilon)^p e^{1-C n^2 / K^2}. \]

For any \( z \in S^{p-1} \), we can always find \( u \in S_\epsilon \) such that \( \| z - u \|_2 \leq \epsilon \). Then
\[ \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, z \rangle - \mathbb{E}[\langle x_i, z \rangle] \right| \leq \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] + \| u - z \|_2 \cdot \left\| \frac{1}{n} \sum_{i=1}^{n} x_i - \mathbb{E}[x_1] \right\|_2. \]

Therefore, we obtain
\[ \sup_{z \in S^{p-1}} \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, z \rangle - \mathbb{E}[\langle x_i, z \rangle] \right| \leq \frac{1}{1-\epsilon} \cdot \sup_{u \in S_\epsilon} \left| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle - \mathbb{E}[\langle x_i, u \rangle] \right|. \]

Setting \( \epsilon = 1/4 \) and assuming \( n \geq C'(K/t)^2 p \) for sufficiently large constant \( C' \) completes the proof.

2. Refer to Theorem 5.39 in \[21\] for the proof.

3. Note that for any 3-way tensor \( T \in \mathbb{R}^{p \times p \times p} \) and two vectors \( u, v \in \mathbb{R}^p \) that satisfy \( \| u - v \|_2 \leq \epsilon \), we have
\[ T(u, u, u) - T(v, v, v) = T(u - v, u, u) + T(v, u - v, u) + T(v, v, u - v) \leq 3\epsilon \cdot \sup_{a, b, c \in S^{p-1}} |T(a, b, c)| \leq 27\epsilon \| T \|_{\text{op}}, \]

where the last inequality follows from Lemma \[12\]. Constructing an \( \epsilon \)-net \( S_\epsilon \) on \( S^{p-1} \) and following similar idea in showing \[61\], we obtain
\[ \left\| \frac{1}{n} \sum_{i=1}^{n} x_i^{\otimes 3} - \mathbb{E}[x_1^{\otimes 3}] \right\|_{\text{op}} \leq \frac{1}{1-27\epsilon} \sup_{u \in S_\epsilon} \left\| \frac{1}{n} \sum_{i=1}^{n} \langle x_i, u \rangle^3 - \mathbb{E}[\langle x_1, u \rangle^3] \right\|. \]
Now we set $\epsilon = 1/54$, which leads to $|\mathcal{S}| \leq 109^p$. For any fixed $u \in \mathbb{S}^{p-1}$, $\langle x_i, u \rangle$ is sub-Gaussian random variable with norm $K$. Using the concentration of cubes of sub-Gaussians (Lemma 11) and applying union bound, we obtain

$$
P \left( \sup_{u \in \mathcal{S}} \left| \frac{1}{n} \sum_{i \in [n]} \langle x_i, u \rangle^3 - \mathbb{E} [\langle x_1, u \rangle^3] \right| > C K^3 \sqrt{\frac{p^3 \log^3(109/\delta) + 2p^2 \log^2(109/\delta)n}{n}} \right) \leq \delta
$$

for any $\delta \in (0, 1)$ and some constant $C > 0$. Finally, for any $t \in (0, K^3 \sqrt{p})$, setting $\delta = e^{-C'' \frac{nt^2}{p^2K^6}}$, $n \geq C'' (p/t)^2 K^6$ for some constants $C'$, $C''$ completes the proof.

The next result shows a tail bound of a finite sum of sub-Gaussian random variables. A similar result is proved in the case of Gaussian in [12]. Here, we present our proof that can cover general sub-Gaussian distribution.

**Lemma 11 (Sum of Cubes of Sub-Gaussians).** Suppose $X_1, X_2, \ldots, X_n$ are $n$ i.i.d. sub-Gaussian random variables with Orlicz norm $\|X_1\|_{\psi_2} \leq K$. There exists an absolute constant $C$ such that for any $\delta \in (0, 1),$

$$
P \left( \left| \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \mathbb{E} [X_i^3] \right| > C K^3 \sqrt{\frac{\log^3(1/\delta) + 2 \log^2(1/\delta)n}{n}} \right) \leq \delta.
$$

**Proof.** For any positive even integer $q$ and $t \in \mathbb{R}^+$, by Markov’s inequality, we have

$$
P \left( \left| \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \mathbb{E} [X_i^3] \right| > t \right) = \mathbb{P} \left( \left( \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \mathbb{E} [X_i^3] \right)^q > t^q \right) \leq \frac{1}{t^q} \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \mathbb{E} [X_i^3] \right)^q \right].
$$

Let $X'_1, X'_2, \ldots, X'_n$ be another set of $n$ i.i.d. samples. We find

$$
\mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \mathbb{E} [X_i^3] \right)^q \right] = \mathbb{E} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} X_i^3 - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} [X_i^3] \right)^q \right]
\leq (a) \mathbb{E}_{X_i, X'_i} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} (X_i^3 - X'_i^3) \right)^q \right]
\leq (b) \mathbb{E}_{X_i, X'_i, \sigma_i} \left[ \left( \frac{1}{n} \sum_{i=1}^{n} \sigma_i (X_i^3 - X'_i^3) \right)^q \right]
\leq (c) \mathbb{E}_{X_i, X'_i, \sigma_i} \left[ 2^{q-1} \left( \frac{1}{n} \sum_{i=1}^{n} \sigma_i X_i^3 \right)^q + 2^{q-1} \left( \frac{1}{n} \sum_{i=1}^{n} \sigma_i X'_i^3 \right)^q \right]
\leq (d) \left( \frac{2}{n} \right)^q \mathbb{E}_{X_i, \sigma_i} \left[ \left( \sum_{i=1}^{n} \sigma_i X_i^3 \right)^q \right],
$$
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where (a) and (c) follow from Jensen’s inequality. In step (b), we introduce Rademacher sequence \( \sigma_1, \sigma_2, \ldots, \sigma_n \), i.e., \( \mathbb{P}(\sigma_i = 1) = \mathbb{P}(\sigma_i = -1) = 0.5 \). To ease notation, we let \( Z_i := \sigma_i X_i \). So \( \sigma_i X_i^3 = Z_i^3 \) and \( Z_i \) is still sub-Gaussian with norm \( K \). It thus remains to bound \( \mathbb{E} \left[ (\sum_{i=1}^n Z_i^3)^q \right] \). Note that \( \sigma_i \) where \( (\cdot) \) we have \( \sigma_i \leq 1 \) and \( (\cdot) \) where the first step holds because \( \mathbb{E} \left[ (\cdot)^q \right] \) follows from Jensen’s inequality. In step (c), we have

\[
\mathbb{E} \left[ \left( \sum_{i=1}^n Z_i^3 \right)^q \right] = \sum_{q_1 + \ldots + q_n = q/2} \prod_{i=1}^n \mathbb{E} \left[ Z_i^{6q_i} \right] \leq \sum_{q_1 + \ldots + q_n = q/2} \prod_{i=1}^n (K \sqrt{6q_i})^{6q_i},
\]

where the last inequality follows from the basic property that if \( X \) is sub-Gaussian random variable with norm \( K \), then \( (\mathbb{E}[|X|^q])^{1/q} \leq K^{\sqrt{q}} \) for all \( q > 1 \). Since all \( q_i \leq q/2 \), we have

\[
\mathbb{E} \left[ \left( \sum_{i=1}^n Z_i^3 \right)^q \right] \leq \left( \frac{q/2 + n - 1}{q/2} \right)^{(q/2 + n - 1)e} \left( \frac{q/2}{3q} \right)^{3q} K^{3\sqrt{q} \sqrt{q + 2n}}.
\]

Putting all pieces together, we have

\[
\mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^n X_i^3 - \mathbb{E} [X_i^3] \right| > t \right) \leq \left( \frac{18K^3q\sqrt{q + 2n}}{nt} \right)^q.
\]

Setting \( q = [\log(1/\delta)] \), \( t = 18eK^3 \sqrt{\log(1/\delta) + 2\log^2(1/\delta) n} \) completes the proof.

**Lemma 12.** For any symmetric 3-way tensor \( T \in \mathbb{R}^{p \times p \times p} \),

\[
\sup_{u, v, w \in \mathbb{S}^{p-1}} |T(u, v, w)| \leq 9 \|T\|_{op}.
\]

**Proof.** For any \( u, v, w \in \mathbb{S}^{p-1} \), we have

\[
2|T(u, v, w)| = |T(u, v, w) + T(v, u, w)| = |T(u + v, u + v, w) - T(u, u, w) - T(v, v, w)|
\leq |T(u + v, u + v, w)| + |T(u, u, w)| + |T(v, v, w)| \leq 6 \sup_{a, b \in \mathbb{S}^{p-1}} |T(a, a, b)|,
\]

where the first step holds because \( T \) is symmetric. Moreover, for any \( u, v \in \mathbb{S}^{p-1} \), we have

\[
6T(u, u, v) = |T(u + v, u + v, u + v) + T(v - u, v - u, v - u) - 2T(v, v, v)| \leq 18 \|T\|_{op}.
\]

Combining the above two inequalities leads to

\[
\sup_{u, v, w \in \mathbb{S}^{p-1}} |T(u, v, w)| \leq 3 \sup_{u, v \in \mathbb{S}^{p-1}} |T(u, u, v)| \leq 9 \|T\|_{op}.
\]

**Lemma 13** (Conditional Mean Deviation). Let \( X \sim \mathcal{N}(0, I_p) \), \( Z \sim \mathcal{N}(0, 1) \), and assume \( X \) and \( Z \) are independent. For any \( \tau_1, \tau_2 \geq 1, v \in \mathbb{S}^{p-1} \), we define event \( \mathcal{E} := \{ (X, v) \leq \tau_1, |Z| \leq \tau_2 \} \). For any \( a, b > 0 \), let \( Y := a \cdot (X, v) + b \cdot Z \). There exists constant \( C \) such that the following inequalities hold.

1. \[
\|\mathbb{E} [Y^3 X \mid \mathcal{E}] - \mathbb{E} [Y^3 X] \|_2 \leq C(a^3 + ab^2) \left( \tau_1^3 e^{-\tau_2^2/2} + \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \right). \quad (62)
\]
Using the same simplification argument in (a), we have

\[ \left\| E [Y^2 X \otimes X \mid \mathcal{E}] - E [Y^2 X \otimes X] \right\|_{op} \leq C(a^2 + b^2) \left( \tau_1^3 e^{-\tau_1^2/2} + \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \right). \] (63)

3.

\[ \left\| E [Y^3 X \otimes X \otimes X \mid \mathcal{E}] - E [Y^2 X \otimes X \otimes X] \right\|_{op} \leq C(a^3 + ab^2) \left( \tau_1^5 e^{-\tau_1^2/2} + \tau_1^3 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \right). \] (64)

**Proof.** 1. There exists \( u \in \mathbb{S}^{p-1} \) such that

\[ \delta_1 := \left\| E [Y^3 X \mid \mathcal{E}] - E [Y^3 X] \right\|_2 = E [Y^3 \langle X, u \rangle \mid \mathcal{E}] - E [Y^3 \langle X, u \rangle]. \]

Due to the rotation invariance of spherical Gaussian vector, without loss of generality, we can simply assume \( v = e_1 \) and \( u = ce_1 + de_2 \), where \( c^2 + d^2 = 1 \). Let \( X = (X_1, X_2, \ldots, X_p)^T \). Using the symmetry of \( X_1, Z, X_2 \) when conditioning on \( \mathcal{E}^c \), we have

\[ E [Y^3 \langle X, u \rangle \mid \mathcal{E}] = E [(aX_1 + bZ)^3(cX_1 + dX_2) \mid \mathcal{E}] = E [a^3 cX_1^4 + 3ab^2 cX_1^2 Z^2 \mid \mathcal{E}] \lesssim a^3 |c| + ab^2 |c|. \]

Note that \( X_1, Z, X_2 \) are also symmetric when conditioning on \( \mathcal{E}^c \), we thus obtain

\[ E [Y^3 \langle X, u \rangle \mid \mathcal{E}^c] \mathbb{P}(\mathcal{E}^c) = E [a^3 cX_1^4 + 3ab^2 cX_1^2 Z^2 \mid \mathcal{E}^c] \mathbb{P}(\mathcal{E}^c) \lesssim a^3 |c| \tau_1^3 e^{-\tau_1^2/2} + ab^2 |c| \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2}, \]

where the last inequality follows from Lemma 14. Now we turn to \( \delta_1 \). We find

\[ \delta_1 = E [Y^3 \langle X, u \rangle \mid \mathcal{E}] - E [Y^3 \langle X, u \rangle \mid \mathcal{E}^c] \mathbb{P}(\mathcal{E}^c) - E [Y^3 \langle X, u \rangle \mid \mathcal{E}^c] \mathbb{P}(\mathcal{E}^c) \]

\[ \lesssim (a^3 |c| + 3ab^2 |c|) e^{-\tau_1^2/2 - \tau_2^2/2} + a^3 |c| \tau_1^3 e^{-\tau_1^2/2} + ab^2 |c| \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \]

\[ \lesssim (a^3 + ab^2) \left( \tau_1^3 e^{-\tau_1^2/2} + \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \right). \]

2. There exists \( u \in \mathbb{S}^{p-1} \) such that

\[ \delta_2 := \left\| E [Y^2 X \otimes X \mid \mathcal{E}] - E [Y^2 X \otimes X] \right\|_{op} = E [Y^2 \langle X, u \rangle^2 \mid \mathcal{E}] - E [Y^2 \langle X, u \rangle^2]. \]

Using the same simplification argument in (a), we have

\[ E [Y^2 \langle X, u \rangle^2 \mid \mathcal{E}] = E [(aX_1 + bZ)^3(cX_1 + dX_2)^2 \mid \mathcal{E}] \]

\[ = E [a^2 c^2 X_1^2 + b^2 c^2 X_1^2 Z^2 + a^2 d^2 X_1^2 X_2^2 + b^2 d^2 X_2^2 Z^2 \mid \mathcal{E}] \lesssim a^2 + b^2. \]

Applying Lemma 14 again leads to

\[ E [Y^2 \langle X, u \rangle^2 \mid \mathcal{E}^c] \mathbb{P}(\mathcal{E}^c) \lesssim a^2 c^2 \tau_1^3 e^{-\tau_1^2/2} + b^2 c^2 \tau_1 \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} + a^2 d^2 \tau_1 e^{-\tau_1^2/2} + b^2 d^2 \tau_2 e^{-\tau_2^2/2} \]

\[ \lesssim (a^2 + b^2) \left( \tau_1^3 e^{-\tau_1^2/2} + \tau_2 e^{-\tau_1^2/2 - \tau_2^2/2} \right). \]
3. There exists \( u \in \mathbb{S}^{p-1} \) such that
\[
\delta_3 := \| E [Y^3 X \otimes X \otimes X | E] - E [Y^3 X \otimes X \otimes X] \|_{op} = E [Y^3 (X, u)^3 | E] - E [Y^3 (X, u)^3].
\]

Using the same simplification argument in (a), we have
\[
E [Y^3 (X, u)^3 | E] = E [(aX_1 + bZ)^3(cX_1 + dX_2)^3 | E] = E [(a^3 c^3 X_1^6 + 3ab^2 c^3 X_1^4 Z^2 + 3a^3 cd^2 X_1^4 X_2^2 + 9ab^2 cd^2 X_1^2 X_2^2 Z^2 | E] \lesssim a^3 + ab^2.
\]

Applying Lemma 14 again leads to
\[
E [Y^3 (X, u)^3 | E^c] P(E^c) \lesssim a^3 c^3 \delta_1^2 / 2 + ab^2 c^2 \delta_1^2 / 2 + a^3 cd^2 \delta_1^3 \delta_2 e / 2 - \delta_1^3 / 2 + ab^2 cd^2 \delta_1 \delta_2 e / 2 - \delta_1^3 / 2 + \delta_2^3 e / 2.
\]

Finally, we have
\[
\delta_3 = E [Y^3 (X, u)^3 | E] - E [Y^3 (X, u)^3 | E] P(E) - E [Y^3 (X, u)^3 | E^c] P(E^c)
\]
\[
\lesssim (a^3 + ab^2) \left( \frac{\tau^3 \delta_1^5 e / 2 + a^3 \delta_1 \delta_2 \tau^3 e / 2 - \delta_1^2 / 2}{\delta_1 \delta_2 e / 2 - \delta_1^2 / 2} \right).
\]

Lemma 14 (Conditional Moments of Gaussian). Suppose \( X \sim \mathcal{N}(0, 1) \). For any \( \tau > 0 \) and positive integer \( a \), we define
\[
m_a(\tau) := E [X^a | |X| > \tau] P(|X| > \tau).
\]

Then we have that for all \( a = 2, 4, 6, \ldots \), we have
\[
m_a(\tau) = (a - 1)m_{a-2}(\tau) + \sqrt{\frac{2}{\pi}} \frac{\tau^{a-1}}{2} e^{-\frac{\tau^2}{2}}.
\]

Proof. The result follows from elementary calculation on Gaussian’s probability density function. We omit the details.

Lemma 15 (Sub-Gaussianity). Let \( X \sim \mathcal{N}(0, I_p) \). For any fixed vectors \( u_1, \ldots, u_k \in \mathbb{R}^p \), we define event
\[
E := \{ |\langle X, u_1 \rangle | \leq |\langle X, u_j \rangle |, \text{ for all } j \in [k] \}.
\]

(a) Suppose \( P(E) \geq \tau > 0 \). There exists constant \( C \) that only depends on \( \tau \) such that for any fixed \( x \in \mathbb{S}^{p-1} \), we have that
\[
P (|\langle X, x \rangle | > t | E) \leq e^{1 - Ct^2}, \text{ for all } t > 0.
\]

(b) In general there exists constant \( C' \) such that for any fixed \( x \in \mathbb{S}^{p-1} \),
\[
P (|\langle X, x \rangle | > t | E) \leq e^{1 - C't^2 / \|x\|^2}, \text{ for all } t > 0.
\]
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Proof. Since $X$ is sub-Gaussian random vector, equivalently there exists constant $C$ such that for any fixed $x \in S^{p-1}$,

$$P\{|\langle X, x \rangle| \geq t\} \leq 1 \wedge e^{1-Ct^2}, \text{ for all } t > 0.$$  

(a) Note that

$$P(|\langle X, x \rangle| > t) = P(|\langle X, x \rangle| > t | E) P(E) + P(|\langle X, x \rangle| > t | E^c) P(E^c)$$

$$\geq \tau \cdot P(|\langle X, x \rangle| > t | E).$$

Hence,

$$P(|\langle X, x \rangle| > t | E) \leq 1 \wedge \tau^{-1} e^{1-Ct^2} \leq 1 \wedge e^{1-C'(\tau)t^2},$$

where the last inequality holds for $C'(\tau) = C(1 - \log \tau)^{-1}$.

(b) Without loss of generality, we assume that $u_1, \ldots, u_k$ live in the subspace spanned by $e_1, \ldots, e_k$. For any vector $u \in \mathbb{R}^p$, we let $u_{[k]}$ be its sub-vector that contains the first $k$ coordinates, and $u_\perp$ be its sub-vector that contains the rest coordinates. For any $x \in S^{p-1}$, we have

$$P(|\langle X, x \rangle| > t | E) \leq P(|\langle X_{[k]}, x_{[k]} \rangle| > t/2 | E) + P(|\langle X_\perp, x_\perp \rangle| > t/2)$$

$$\leq P(|\langle X_{[k]}, x_{[k]} \rangle| > t/2 | E) + e^{-Ct^2/4}$$

$$\leq P(\|X_{[k]}\|_2 > t/2 | E) + e^{-Ct^2/4}. \tag{65}$$

Note that conditioning $E$ does not change the distribution of $\|X_{[k]}\|_2$. We thus have

$$P(\|X_{[k]}\|_2 > t/2 | E) = P(\|X_{[k]}\|_2 > t/2) \leq \sum_{i \in [k]} P(|X_i| \geq \frac{t}{2\sqrt{k}}) \leq k \cdot e^{-Ct^2/(4k)}.$$  

Combining (65) with the above inequality yields that

$$P(|\langle X, x \rangle| > t | E) \leq 1 \wedge (k + 1)e^{-Ct^2/(4k)} \leq 1 \wedge e^{-C_2(k)t^2},$$

where the last inequality holds by setting $C_2(k) = \frac{C}{4k\log(k+1)}$. \hfill \Box
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